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CHAPTER 1 INTRODUCTION OF INTERPRETABLE MACHINE
LEARNING

Interpretable machine learning has attracted enormous attention recently as machine

learning applications have been rapidly deployed to safety- and security-critical areas

such as clinical diagnosis[41, 46], autonomous driving[27] and financial technology[59].

Therefore, the black box nature of the ever-evolving applications spurs public concerns.

Companies deploying machine learning algorithms are at the higher risk of non-transparency

issues, leading to implicit biases. Furthermore, as machine learning being applied to im-

portant decision making process, practitioners and regulators often ask for explanations for

such decision for potential impact evaluations. Therefore, interpretable machine learning

has emerged from the urgent needs from these scenarios.

There are two kinds of interpretation methods, transparent model-based, and post hoc

models. For transparent model-based methods, which are often referred as interpretable

models, they usually have simpler model structures and are intrinsically interpretable. Lo-

gistic/linear regression, tree-based methods, K-nearest Neighbors, Bayesian methods, just

to name a few, can be categorized as this type. More advanced examples include Neural

Additive Models (GAM) [5], Explainable Boosting Machine [49]. However, transparent

models usually do not perform as well as the existing black-box ones, and trading perfor-

mance for interpretability is also undesirable in many real world applications. Post hoc

methods, on the other hand, do not attempt to replace the black box models completely,

they act more like the verification processes by interpreting existing models. A post hoc

interpretation method attempts to build the bridge between machines and human-beings.

In this dissertation, we will focus on the post hoc methods.
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Figure 1: Illustration of an inexhaustive list of interpretable methods.

Before getting into details of different interpretation methods, lets first tackle the differ-

ence between interpretability and explainability. In this dissertation, interpretability refers

to how a model make predictions, i.e., the interpretation describes a model’s behaviour.

While explainability refers to why a model makes such prediction, i.e., the interpretation

is perceivable by human. Note that when dealing with model-based interpretation, in-

terpretability and explainability are essentially interchangable, as a simple interpretable

model is understandable by human. As for post hoc methods, an interpretable model

doesn’t necessarily imply explainability, and vice versa. Because although one can describe

a model’s behaviour accurately, it is usually not trivial to understand such behaviour.
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1.1 Post hoc Interpretation Methods

Post hoc interpretation methods can further be categorized to model-agnostic and model-

specific. The model-agnostic methods have no pre-assumptions on the predictive models,

therefore can be applied to a wide range of machine learning models. Generally speaking,

they attempt to make a simple interpretable local approximation of the predictive model

[58, 43, 65].

Techniquewise, most of model-agnostic approaches utilize a simple interpretable model

as a surrogate for local approximation of the original model. These simple models are

usually linear models, tree models, just to name a few. In the linear model case, the goal

of the model-agnostic methods is to find the best linear local approximation, formally,

f(x) ≈ g(x) = β0 + β1x1 + ...+ βmxm, x ∈ N(x̂) (1.1)

where N(x̂) denotes the neighborhood of x̂.

Among the model-agnostic approaches, feature attribution is among the most promi-

nent group of interpretation methods. They share some characteristics with the local ap-

proximation ones, but differing in multiple ways. For example, all of them can be viewed

as yielding a linear function Eq 1.1, but does not necessarily need a process for fitting the

surrogates. There are methods that study only a point-wise evaluation [62], or interprets

the difference between some baseline and the input features [65, 47, 8]. Overall, the fea-

ture attribution methods is a group of methods that yield an attribution map that indicates

the relative feature importance. Typically, this type of methods often suffer inconsistency
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sourced from instability of gradients and adversarial effects. We discuss them in details in

Chapters 3 and 4.

As for the model-specific methods, they are usually specifically designed for a certain

type of machine learning models, and likely utilize the common structure of a group of

models (such as CNNs, RNNs, etc.) [60, 12]. This design philosophy could yield much

better interpretation quality for some specific models, while has limitations to expand it’s

utilization towards any other learners.

The model-specific approaches target on a large group of widely used network struc-

tures, such as CNN, in this case, the class activation mapping (CAM) based methods have

shown promising results in recent literature [60, 12]. The key idea behind CAM is that

the feature maps learned from CNN structures are space-invariant. A general formulation

of CAM methods is a weighted sum of the feature maps outputs by the last convolutional

layer,

Lc
CAM = ReLU

(∑
k

wc
kA

k

)
. (1.2)

It is worth-noting that even methods designed for specific models can possibly be applied

to other models with slight modifications. For example, the Layer Relevance Propaga-

tion (LRP) [8, 11] method is designed for Multi-Layer Perceptrons (MLP), which basically

forces the total relevance values from neurons of all layers being equal, formally,

f(x) = · · · =
∑
d∈l+1

R
(l+1)
d =

∑
d∈l

R
(l)
d = · · · =

∑
d

R
(1)
d , (1.3)
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where R(l)
d is the relevance value of neuron d at layer l. And this equality is fulfilled by the

following updating rules

R
(l,l+1)
i←k = R

(l+1)
k

aiwik∑
h ahwhk

, (1.4)

R
(l)
i =

∑
k:i is input for neuron k

R
(l,l+1)
i←k . (1.5)

where a and w are the activation and the corresponding weights of the lth layer.

Although LRP is designed for MLP, this MLP-specific apporach has been successfully

applied to RNN structure with modifications to the updating rule in Eq 1.5 [7].

1.2 My Previous Works

This section briefly describes my previous works on interpretable machine learning, in-

cluding AMCF (Attentive Multitask Collaborative Filtering) for interpreting recommender

systems, as well as AGI (Adversarial Gradient Integration) and NeFLAG (Negative Flux Ag-

gregation) for interpretation and visualization of computer vision tasks (specifically, image

classification). Figure 2 summarizes contribution from all of my previous works.

1.2.1 AMCF for Explaining Recommendation

Latent factor based collaborative filtering models such as matrix factorization and other

neural network based latent factor extraction techniques have been adopted in various

recommendation tasks due to their strong performance. However, most existing recom-

mender systems don’t give any hint on why and how a recommendation is made. Further,

there has been lacking the metrics for evaluating the quality of explanation. In a contem-

porary recommender system, explaining why a user likes an item can be as important as
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Recommender System

Latent Space
Feature Mapping

Interpretation
Evaluation Metric

AMCF Model

General Preference
Specific Preference

Computer Vision

Gradient Smoothing
via Path Integration

AGI Model

NeFLAG Model

DNN Applications

Gradient Smoothing
via Flux Aggregation 

Figure 2: This figure summarizes the contributions of my previous works in interpreting
recommender system and computer vision. Here AMCF [51] represents Attentive Multi-
task Collaborative Filtering for interpreting latent factor based recommender systems. AGI
[53] and NeFLAG [50] stand for Adversarial Gradient Integration and Negative Flux Ag-
gregation, respectively. Both of them can be applied to any general form of DNNs. In this
thesis, computer vision task is used for demonstration. All of these methods are introduced
in the corresponding chapters.

the accuracy of the rating prediction itself.

We propose a novel feature mapping approach that maps the uninterpretable general

features onto the interpretable aspect features, which we call Attentive Multitask Collabo-

rative Filtering (AMCF) [51]. It achieves both satisfactory accuracy and explainability in

the recommendations by simultaneous minimization of rating prediction loss and interpre-

tation loss.

The the latent factors in a recommender system model is the general feature we want to

interpret. There are two latent factors, one represents user preference and one represents

item property. Hence there are two directions of the interpretation: 1. interpreting user’s

preference, and 2. interpreting the item’s property. They are solved jointly„ i.e., if one

interpreted, the other will also be automatically interpreted, because both of them are
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designed to be in the same space for the final inner-product prediction:

rate prediction = uuser · uitem. (1.6)

The key idea of this work is feature mapping. In a latent factor model that the latent

factors are uninterpretable in nature, we map them from an uninterpretable space onto

an interpretable one, then decompose them into linear combinations of the interpretable

aspect features.

To ensure the space we map onto is indeed interpretable, the bases of the interpretable

space need to be carefully derived. In our approach, the aspects of items are chosen as

the bases, expanding to an interpretable space. As for the mapping, we need to make the

mapping loss as small as possible, hence a interpretation loss is proposed.

Lint =
1

N

∑
(i,j)∈Observed

||v̂ − u||2, (1.7)

where v̂ is the mapped vector, and u is the original latent factor to be interpreted. Our

goal is to ensure the interpretable feature to be as close to the original feature as possible.

To demonstrate the interpretability of our AMCF method, two new evaluation metrics

called general preference and specific preference are proposed. The experimental results

show that our approach can achieve comparable recommendation accuracy while attain-

ing significantly better interpretation quality under these evaluation metrics. Chapter 2

describes AMCF in detail.
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1.2.2 AGI for Explaining Image Classification

As most deep neural networks are trained using gradient based back-propagation, the

gradient-based interpretation approaches are by nature most intuitive ones. However,

this type of approaches either suffers from some intrinsic issues like adversarial effects

and gradient vanishing, e.g.,gradient-based Saliency Map (SM) [62], or have to manually

choose a reference point in order to smooth the issues, e.g., Integrated Gradients (IG)

[65].

We propose Adversarial Gradient Integration (AGI) method that integrates the gradi-

ents from adversarial examples to the target example along the curve of steepest ascent to

calculate the resulting contributions from all input features. Our method doesn’t rely on

the choice of references, hence can avoid the ambiguity and inconsistency sourced from

the reference selection.

Our method is sourced from two previous works: gradient-based Saliency Map (SM)

[62] and Integrated Gradients (IG) [65] methods. And we attempt to solve their limita-

tions such as gradient vanishing and ad hoc choice of reference.

A key problem of gradient based interpretation methods is the inconsistency. This

inconsistency is actually sourced from the adversarial vulnerability of the DNNs. Most

post hoc methods attempt to avoid the adversarial effects by simplifying the models such

as distilling, or smoothing the local gradients. Our approach tackles this issue from a

completely different angle. We leverage the adversarial effect to solve the long existing

problem of choosing reference examples.

We achieve interpretability by reinterpreting classification itself. In DNNs, a softmax
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function is usually used for classification. If we observe the softmax function, we can

see that it is actually an aggregation of a bunch of binary classification tasks. Hence, we

interpret any general multi-class classification tasks as an aggregation of several binary

classifications, i.e., several discrimination tasks.

A discrimination task can be interpreted in two directions: x is class A, or x is not class

B. This inspires us to explore the connection between adversarial effect and interpretabil-

ity.

Our methods contains two major steps, first, given a prediction by the predictive model,

we use an adversarial algorithm to find the targeted adversarial sample for each false class,

and its corresponding path. Then we integrate along this path from the adversarial sample

to the original input and aggregate the results from all false classes. Formally for the jth

false class, the adversarial gradient integration can be obtained by

AGIj =

ˆ 1

α=0

∇γjf
t(γ(α)) · ∂γj(α)

∂α
dα,

γ(α): a path obtained by the adversarial algorithm

x′ = γ(0) and x = γ(1).

(1.8)

Experimental results show that our AGI method can achieve better interpretation com-

pared to IG and Saliency Map methods in terms of both qualitative visual interpretation as

well as quantitative analysis. Chapter 3 describes AGI method in details with experimental

evaluation.
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1.2.3 NeFLAG for Explaining Image Classification

By observing previous path integration approaches for interpretation, such as IG [65]

and AGI [53], one can see that they share the same sprite that smoothing the gradient via

gradient accumulation. In IG, this gradient accumulation is calculated via integrating from

a baseline point to the input point through a straightline path. As for AGI, it is obtained

by summing up all gradient integration results from different adversarial points to the

input point. We call this type of methods as accumulation based methods. The results of

both IG and AGI demonstrate that gradient accumulation is a promising direction for DNN

interpretation. However, there are two obstacles that limit the stability of these methods.

First, the ad hoc choices of baseline (reference) points could yield completely different

interpretations. Second, the integration path is not unique, hence causes disagreement

between different path choices.

In order to overcome these weaknesses of existing accumulation based methods, we

propose Negative Flux Aggregation (NeFLAG) that relies on neither baselines nor paths to

calculate accumulation. To achieve this, we borrow the concept of divergence and flux in

vector calculus. Assume F is a vector field (equivalent to gradient field ∇xf), and there is

a surface enclosure SV such that it encloses volume V . The flux is defined by the sum of

normal component of F pointing outward the surface enclosure. Formally

Flux =

‹
S(V )

F · n̂dS, (1.9)

where n̂ is the unit vector normal to the surface. In Chapter 4, we will find out that the sum

of all negative flux through a sphere surface S can be viewed as the weight vector of a lin-
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ear model. Hence, this underlying linear model can then be used as a local interpretation

of the original DNN model. Formally,

w =

‹
S−
x

F⊙ n̂dSx, (1.10)

where S−x denotes a set on the surface S where the fluxes are negative.

One key contribution of this approach is that it requires neither baseline nor integra-

tion path for calculation, eliminating the derived instability issue. Furthermore, it is also

the first approach that utilizes the concept of divergence and flux for DNN interpreta-

tion. Through extensive experiments, NeFLAG demonstrates superior interpretation per-

formance compared to previous accumulation methods (IG, AGI, etc). A detailed analysis

can be found in Chapter 4.
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CHAPTER 2 EXPLAINABLE RECOMMENDATION VIA INTERPRETABLE
FEATURE MAPPING AND EVALUATION OF EXPLAINABILITY

Latent factor collaborative filtering (CF) has been a widely used technique for recom-

mender system by learning the semantic representations of users and items. Recently, ex-

plainable recommendation has attracted much attention from research community. How-

ever, trade-off exists between explainability and performance of the recommendation where

metadata is often needed to alleviate the dilemma. We present a novel feature mapping

approach that maps the uninterpretable general features onto the interpretable aspect

features, achieving both satisfactory accuracy and explainability in the recommendations

by simultaneous minimization of rating prediction loss and interpretation loss. To eval-

uate the explainability, we propose two new evaluation metrics specifically designed for

aspect-level explanation using surrogate ground truth. Experimental results demonstrate a

strong performance in both recommendation and explaining explanation, eliminating the

need for metadata. Code is available from https://github.com/pd90506/AMCF.

2.1 Introduction

Since the inception of the Netflix Prize competition, latent factor collaborative filtering

(CF) has been continuously adopted by various recommendation tasks due to its strong

performance over other methods [36], which essentially employs a latent factor model

such as matrix factorization and/or neural networks to learn user or item feature represen-

tations for rendering recommendations. Despite much success, latent factor CF approaches

often suffer from the lack of interpretability [71]. In a contemporary recommender sys-

tem, explaining why a user likes an item can be as important as the accuracy of the rating

prediction itself [71].

https://github.com/pd90506/AMCF
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Explainable recommendation can improve transparency, persuasiveness and trustwor-

thiness of the system [73]. To make intuitive explanation for recommendations, recent

efforts have been focused on using metadata such as user defined tags and topics from

user review texts or item descriptions[42, 14] to illuminate users preferences. Other works

such as [34, 31, 72] use aspects to explain recommendations. Although these approaches

can explain recommendation using external metadata, the interpretability of the models

themselves and the interpretable features enabling the explainable recommendations have

still not been systematically studied and thus, are poorly understood. It is also worth men-

tioning that the challenges in explainable recommendation not only lie in the modeling

itself, but also in the lack of a gold standard for evaluation of explainability.

Here we propose a novel feature mapping strategy that not only enjoys the advantages

of strong performance in latent factor models but also is capable of providing explainability

via interpretable features. The main idea is that by mapping the general features learned

using a base latent factor model onto interpretable aspect features, one could explain the

outputs using the aspect features without compromising the recommendation performance

of the base latent factor model. We also propose two new metrics for evaluating the

quality of explanations in terms of a user’s general preference over all items and the aspect

preference to a specific item. Simply put, we formulate the problem as: 1) how to find the

interpretable aspect basis; 2) how to perform interpretable feature mapping; and 3) how

to evaluate explanations.

We summarize our main contributions as follows: 1) We propose a novel feature map-

ping approach to map the general uninterpretable features to interpretable aspect fea-

tures, enabling explainability of the traditional latent factor models without metadata; 2)
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Borrowing strength across aspects, our approach is capable of alleviating the trade-off be-

tween recommendation performance and explainability; and 3) We propose new schemes

for evaluating the quality of explanations in terms of both general user preference and

specific user preference.

2.2 Related Work

There are varieties of strategies for rendering explainable recommendations. We first

review methods that give explanations in light of aspects, which are closely related to our

work. We then discuss other recent explainable recommendation works using metadata

and knowledge in lieu of aspects.

2.2.1 Aspect Based Explainable Recommendation

Aspects can be viewed as explicit features of an item that could provide useful infor-

mation in recommender systems. An array of approaches have been developed to render

explainable recommendations at the aspect level using metadata such as user reviews.

These approaches mostly fall into three categories: 1) Graph-based approaches: they in-

corporate aspects as additional nodes in the user-item bipartite graph. For example, Tri-

Rank [31] extract aspects from user reviews and form a user-item-aspect tripartite graph

with smoothness constraints, achieving a review-aware top-N recommendation. ReEL [9]

calculate user-aspect bipartite from location-aspect bipartite graphs, which infer user pref-

erences. 2) Approaches with aspects as regularizations or priors: they use the extracted

aspects as additional regularizations for the factorization models. For example, AMF [34]

construct an additional user-aspect matrix and an item-aspect matrix from review texts,

as regularizations for the original matrix factorization models. JMARS [22] generalize
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probabilistic matrix factorization by incorporating user-aspect and movie-aspect priors,

enhancing recommendation quality by jointly modeling aspects, ratings and sentiments

from review texts. 3) Approaches with aspects as explicit factors: other than regularizing

the factorization models, aspects can also be used as factors themselves. [72] propose

an explicit factor model (EMF) that factorizes a rating matrix in terms of both predefined

explicit features (i.e. aspects) as well as implicit features, rendering aspect-based expla-

nations. Similarly, [16] extend EMF by applying tensor factorization on a more complex

user-item-feature tensor.

2.2.2 Beyond Aspect Explanation

There are also other approaches that don’t utilize aspects to explain recommendations.

For example, [37] give explanations in light of the movie similarities defined using movie

characters and their interactions; [67] propose explainable recommendations by exploit-

ing knowledge graphs where paths are used to infer the underlying rationale of user-item

interactions. With the increasingly available textual data from users and merchants, more

approaches have been developed for explainable recommendation using metadata. For ex-

ample, [18, 19, 42] attempt to generate textual explanations directly whereas [68, 17] give

explanations by highlighting the most important words/phrases in the original reviews.

Overall, most of the approaches discussed in this section rely on metadata and/or exter-

nal knowledge to give explanations without interpreting the model itself. In contrast, our

Attentive Multitask Collaborative Filtering (AMCF) approach maps uninterpretable general

features to interpretable aspect features using an existing aspect definition, as such it not

only gives explanations for users, but also learns interpretable features for the modelers.

Moreover, it is possible to adopt any latent factor models as the base model to derive the
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general features for the proposed feature mapping approach.

2.3 The Proposed AMCF Model

In this section, we first introduce the problem formulation and the underlying assump-

tions. We then present our AMCF approach for explainable recommendations. AMCF

incorporates aspect information and maps the latent features of items to the aspect feature

space using an attention mechanism. With this mapping, we can explain recommendations

of AMCF from the aspect perspective. An Aspect s [10] is an attribute that characterizes

an item. Assuming there are totally m aspects in consideration, if an item has aspects

si1 , ..., sik simultaneously, an item can then be described by Ii = {si1 , si2 , ..., sik}, k ≤ m.

We say that an item i has aspect sj, if sj ∈ Ii.

2.3.1 Problem Formulation

Inputs: The inputs consist of 3 parts: the set of users U , the set of items V , and the set

of corresponding multi-hot aspect vectors for items, denoted by S.

Outputs: Given the user-item-aspect triplet, e.g. user i, item j, and aspect multi-hot vector

sj for item j, our model not only predicts the review rating, but also the user general

preference over all items and the user specific preference on item j in terms of aspects,

i.e., which aspects of the item j that the user i is mostly interested in.

2.3.2 Rationale

The trade-off between model interpretability and performance states that we can either

achieve high interpretability with simpler models or high performance with more complex

models that are generally harder to interpret [71]. Recent works [71, 31, 72] have shown

that with adequate metadata and knowledge, it is possible to achieve both explainability
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and high accuracy in the same model. However, those approaches mainly focus on expla-

nation of the recommendation, rather than exploiting the interpretability of the models

and features, and hence are still not interpretable from modeling perspective. Explainabil-

ity and interpretability refer to “why" and “how" a recommendation is made, respectively.

Many above-referenced works only answer the “why" question via constraints from exter-

nal knowledge without addressing “how". Whereas our proposed AMCF model answers

both “why" and “how" questions, i.e., our recommendations are made based on the atten-

tion weights (why) and the weights are learned by interpretable feature decomposition

(how). To achieve this, we assume that an interpretable aspect feature representation can

be mathematically derived from the corresponding general feature representation. More

formally:

Assumption 1. Assume there are two representations for the same prediction task: u in

complex feature space U (i.e. general embedding space including item embedding and aspect

embedding), and v in simpler feature space V (i.e. space spanned by aspect embeddings), and

V ⊂ U . We say that v is the projection of u from space U to space V, and there exists a

mapping M(·, θ), such that v =M(u, θ), with θ as a hyper-parameter.

This assumption is based on the widely accepted notion that a simple local approxi-

mation can give good interpretation of a complex model in that particular neighborhood

[58]. Instead of selecting surrogate interpretable simple models (such as linear models),

we map the general complex features to the simpler interpretable aspect features, then

render recommendation based on those general complex features. We give explanations

using interpretable aspect features, achieving the best of both worlds in keeping the high

performance of the complex model as well as gaining the interpretability of the simpler
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model. In this work, the interpretable simple features are obtained based on aspects, hence

we call the corresponding feature space as aspect space. To map the complex general fea-

tures onto the interpretable aspect space, we define the aspect projection.

Definition 1. (Aspect Projection) Given Assumption 1, we say v is an aspect projection of u

from general feature space U to aspect feature space V (Figure 3).

To achieve good interpretability and performance in the same model, from Definition 1

and Assumption 1, we need to find the mapping M(·, θ). Here we first use a latent factor

model as the base model for explicit rating prediction, which learns general features, as

shown in Figure 4 (left, Lpred), where we call the item embedding u as the general complex

feature learned by the base model. Then the remaining problem is to derive the mapping

from the non-interpretable general features to the interpretable aspect features.

2.3.3 Aspect Embedding

To design a simple interpretable model, its features should be well aligned to our in-

terest, e.g. the aspects is a reasonable choice. Taking movie genre as an example: if we

use 4 genres (Romance, Comedy, Thriller, Fantasy) as 4 aspects, the movie Titanic’s aspect

should be represented by (1, 0, 0, 0) because it’s romance genre, and the movie Cinderella’s

aspect is (1, 0, 0, 1) because it’s genre falls into both romance and fantasy.

From Assumption 1 and Definition 1, to make the feature mapping from a general

feature u to an aspect feature v, we need to first define the aspect space V. Assuming

there are m aspects in consideration, we represent the m aspects by m latent vectors in

general space U , and use these m aspect vectors as the basis that spans the aspect space

V ⊂ U . These aspects’ latent vectors can be learned by neural embedding or other feature

learning methods, with each aspect corresponding to an individual latent feature vector.



19

Our model uses embedding approach to extract m aspect latent vectors of n-dimension,

where n is the dimension of space U . In Figure 4, the vertical columns in red (ψ1, ...,ψm)

represent m aspect embeddings in the general space U , which is obtained by embedding

the aspect multi-hot vectors from input.

2.3.4 Aspect Projection of Item Embedding

In Assumption 1, u is the general feature representation (i.e. the item embedding)

in space U , and v is the interpretable aspect feature representation in space V. The or-

thogonal projection from the general space U to the aspect space V is denoted by M , i.e.

v =M(u).

From the perspective of learning disentangled representations, the item embedding u

can be disentangled as u = v + b (Figure 3), where v encodes the aspect information of

an item and b is the item-unique information. For example, movies from the same genre

share similar artistic style (v) yet each movie has its own unique characteristics (b). With

this disentanglement of item embeddings, we can explain recommendation via capturing

user’s preference in terms of aspects.

Let’s assume that we havem linearly independent and normalized aspect vectors (ψ1, ...,ψm)

in space U , which span subspace V. For any vector v = M (u) in space V, there exists an

unique decomposition such that v =
∑m

i=1 viψi. The coefficients can be directly calculated

by vi = v ·ψi = u ·ψi, (i = 1, ...,m, ψi is normalized). Note that the second equality comes

from the fact that v is the orthogonal projection of u on space V.

Generally speaking, however, (ψ1, ...,ψm) are not orthogonal. In this case, as long as

they are linearly independent, we can perform Gram-Schmidt orthogonalization process

to obtain the corresponding orthogonal basis. The procedure can be simply described as
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Figure 3: An illustration of interpretable feature mapping. u is an uninterpretable feature
in general space U , and v is the interpretable projection of u in the interpretable aspect
space V. Here b indicates the difference between u and v.

follows: ψ̃1 = ψ1; and ψ̃i = ψi −
∑i−1

j=1⟨ψi, ψ̃j⟩ψ̃j, where ⟨ψi, ψ̃j⟩ denotes inner product.

We can then calculate the unique decomposition as in the orthogonal cases. Assume the

resulting decomposition is v =
∑m

i=1 ṽiψ̃i, the coefficients corresponding to the original

basis (ψ1, ...,ψm) can then be calculated by: vi = ṽi −
∑m

j=i+1⟨ψi, ψ̃j⟩; and vm = ṽm.

Hence, after the aspect feature projection and decomposition, regardless of orthogonal

or not, we have the following unique decomposition in space V: v =
∑m

i=1 viψi.

Aspect Projection via Attention: As described above, any interpretable aspect feature v

can be uniquely decomposed as v =
∑m

i=1 viψi, which is similar to the form of attention

mechanism. Therefore, instead of using Gram-Schmidt orthogonalization process, we uti-

lize attention mechanism to reconstruct v directly. Assume we can obtain an attention

vector a = (a1, ..., am), which can be used to calculate v̂ =
∑m

i=1 aiψi, with the fact that

the decomposition is unique, our goal is then to minimize the distance ||v̂ − v||2 to ensure

that ai ≈ vi.

However, as the interpretable aspect feature v is not available, we cannot minimize

||v̂ − v||2 directly. Fortunately, the general feature u is available (obtained from a base
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Figure 4: The training phase: explainable recommendation via interpretable feature map-
ping.

latent factor model), with the fact that v is the projection of u, i.e. v = M(u), we have

the following lemma:

Lemma 1. Provided that v is the projection of u from space U to space V, where V ⊂ U , we

have

argmina||v̂ − v||2 = argmina||v̂ − u||2,

where v̂ =
∑m

i=1 aiψi, a = (a1, ..., am), and || · ||2 denotes l2 norm.

Proof. Refer to the illustration in Figure 3, and denote the difference between u and v as

b, i.e. u = v + b. Hence

argmina||v̂ − u||2 = argmina||v̂ − v − b||2.
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Note that b is perpendicular to v̂ and v, the right hand side can then be written as

argmina||v̂ − v − b||2 = argmina

√
(||v̂ − v||22 + ||b||22),

as b is not parameterized by a, we then get

argmina||v̂ − v||2 = argmina||v̂ − u||2.

From the above proof, we know that attention mechanism is sufficient to reconstruct

v ≈ v̂ =
∑m

i=1 aiψi by minimizing ||v̂−u||2. Note that from the perspective of disentangle-

ment u = v+b, the information in b, i.e., the item specific characteristics, is not explained

in our model. Intuitively, the item specific characteristics are learned from the metadata

associated with the item.

2.3.5 The Loss Function

The loss function for finding the feature mapping M (·) to achieve both interpretability

and performance of the recommender model has 2 components:

• Lpred prediction loss in rating predictions, corresponding to the loss function for the

base latent factor model.

• Lint interpretation loss to the general feature u. This loss is to quantify ||v̂ − u||2.
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We calculate the rating prediction loss component using RMSE:

Lpred =

√
1

N

∑
(i,j)∈Observed

(rij − r̂ij)2, (2.1)

where r̂ij represents the predicted item ratings. We then calculate the interpretation loss

component as the average distance between u and v̂: Lint = 1
N

∑
(i,j)∈Observed ||v̂ − u||2.

The loss component Lint encourages the interpretable feature ṽ obtained from the atten-

tive neural network to be a good approximation of the aspect feature representation v

(Lemma 1). Hence the overall loss function is L = Lpred + λLint, where λ is a tuning

parameter to leverage importance between the two loss components.

Gradient Shielding Trick: To ensure that interpretation doesn’t compromise the predic-

tion accuracy, we allow forward propagation to both Lint and Lpred but refrain the back-

propagation from Lint to the item embedding u. In other words, when learning the model

parameters based on back-propagation gradients, the item embedding u is updated only

via the gradients from Lpred.

2.3.6 User Preference Prediction

Thus far we attempt to optimize the ability to predict user preference via aspect feature

mapping. We call the user overall preference as general preference, and the user preference

on a specific item as specific preference.

General preference: Figure 5 illustrates how to make prediction on user general prefer-

ence. Here we define a virtual item v̂k, which is a linear combination of aspect embeddings.

For general preference, we let v̂k = ψk to simulate a pure aspect k movie, the resulting

debiased (discarded all bias terms) rating prediction p̂k indicates the user’s preference on
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Figure 5: The explanation phase: a virtual item vector v̂k is calculated to represent a
specific aspect.

such specific aspect (e.g., positive for ‘like’, negative for ‘dislike’). Formally: p̂k = f(q, v̂k),

where q is the user embedding, v̂k = ψk is the aspect k’s embedding, and f(·) is the

corresponding base latent factor model without bias terms.

Specific preference: Figure 5 also shows our model’s ability to predict user preference

on a specific item, as long as we can find how to represent them in terms of aspect em-

beddings. Fortunately, the attention mechanism is able to help us find the constitution

of any item in terms of aspect embeddings using the attention weights. That is, for any

item, it is possible to rewrite the latent representation u as a linear combination of aspect

embeddings: u = v̂ + b =
∑

k akψk + b, where ak and ψk are the k-th attention weight

and the k-th aspect feature, respectively. The term b reflects interpretation loss. For aspect

k of an item, we use v̂k = akψk to represent the embedding of a virtual item which repre-

sents the aspect k property of the specific item. Hence, the output p̂k indicates the specific

preference on aspect k of a specific item.

Model Interpretability: From specific preference, a learned latent general feature can

be decomposed into the linear combination of interpretable aspect features, which would

help interpret models in a more explicit and systematic manner.
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2.4 Experiments and Discussion

We design and perform experiments to demonstrate two advantages of our AMCF ap-

proach: 1) comparable rating predictions; 2) good explanations on why a user likes/dislikes

an item. To demonstrate the first advantage we compare the rating prediction performance

with baseline approaches of rating prediction only methods. The demonstration of the sec-

ond advantage, however, is not a trivial task since currently no gold standard for evaluating

explanation of recommendations except for using real customer feedback[18, 25]. Hence

it’s necessary to develop new schemes to evaluate the quality of explainability for both

general and specific user preferences.

2.4.1 Datasets

MovieLens Datasets This data set [28] offers very complete movie genre information,

which provides a perfect foundation for genre (aspect) preference prediction, i.e. deter-

mining which genre a user likes most. We consider the 18 movie genres as aspects.

Yahoo Movies Dataset This data set from Yahoo Lab contains usual user-movie ratings as

well as metadata such as movie’s title, release date, genre, directors and actors. We use

the 29 movie genres as the aspects for movie recommendation and explanation. Summary

statistics are shown in Table 1.

Pre-processing: We use multi-hot encoding to represent genres of each movie or book,

where 1 indicates the movie is of that genre, 0 otherwise. However, there are still plenty of

movies with missing genre information, in such cases, we simply set them as none of any

listed genre, i.e., all zeros in the aspect multi-hot vector: (0, 0, ..., 0).



26

Dataset # of ratings # of items # of users # of genres
MovieLens 1M 1,000,209 3,706 6,040 18
MovieLens 100k 100,000 1,682 943 18
Yahoo Movie 211,333 11,915 7,642 29

Table 1: Summary statistics of the data sets.

Dataset ML100K ML1M Yahoo
Model\Factors 20 80 120 20 80 120 20 80 120
LR 1.018 1.032 1.119
SVD 0.908 0.908 0.907 0.861 0.860 0.853 1.022 1.021 1.014
AMCF(SVD) 0.907 0.909 0.907 0.860 0.858 0.851 1.022 1.022 1.010
NCF 0.939 0.939 0.936 0.900 0.895 0.892 1.028 1.027 1.028
AMCF(NCF) 0.937 0.939 0.934 0.902 0.889 0.889 1.027 1.026 1.025
FM 0.937 0.933 0.929 0.915 0.914 0.913 1.042 1.042 1.039
AMCF(FM) 0.940 0.936 0.931 0.915 0.914 0.915 1.044 1.042 1.041

Table 2: Performance comparison of rating prediction using different data sets in terms of
RMSE. Texts in the parentheses indicate the base CF models that we choose for AMCF; and
the numbers [20, 80, 120] indicate the dimension of the latent factors for the models.

2.4.2 Results of Prediction Accuracy

We select several strong baseline models to compare rating prediction accuracy, includ-

ing non-interpretable models, such as SVD [36], Neural Collaborative Filtering (NCF) [32]

and Factorization Machine (FM) [57], and an interpretable linear regression model (LR).

Here the LR model is implemented by using aspects as inputs and learning separate param-

eter sets for different individual users. In comparison, our AMCF approaches also include

SVD, NCF or FM as the base model to demonstrate that the interpretation module doesn’t

compromise the prediction accuracy. Note that since regular NCF and FM are designed for

implicit ratings (1 and 0), we replace their last sigmoid output layers with fully connected

layers in order to output explicit ratings.

In terms of robustness, we set the dimension of latent factors in the base models to

20, 80, and 120. The regularization tuning parameter λ is set to 0.05, which demonstrated
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Dataset Model T1@3 B1@3 T3@5 B3@5 scores

ML100K
AMCF 0.500 0.481 0.538 0.553 0.378

LR 0.628 0.668 0.637 0.675 0.371
Rand 0.167 0.167 0.278 0.278 0

ML1M
AMCF 0.461 0.403 0.513 0.489 0.353

LR 0.572 0.565 0.598 0.620 0.322
Rand 0.167 0.167 0.278 0.278 0

Yahoo
AMCF 0.413 0.409 0.422 0.440 0.224

LR 0.630 0.648 0.628 0.565 0.235
Rand 0.103 0.103 0.172 0.172 0

Table 3: Preferences outputs: TM@K/BM@K represent Top/ Bottom M recall at K, and
scores represents the specific preference. The Rand rows show the theoretical random
preference outputs. Here AMCF takes SVD with 120 latent factors as the base model.

better performance compared to other selections. It is worth noting that the tuning pa-

rameters of the base model of our AMCF approach are directly inherited from the corre-

sponding non-interpretable model. We compare our AMCF models with baseline models

as shown in Table 2. It is clear that AMCF achieves comparable prediction accuracy to their

non-interpretable counterparts, and significantly outperforms the interpretable LR model.

2.4.3 Evaluation of Explainability

Despite the recent efforts have been made to evaluate the quality of explanation by

defining explainability precision (EP) and explainability recall (ER)[54, 2], the scarcity of

ground truth such as a user’s true preference remains a significant obstacle for explainable

recommendation. [25] make an initial effort in collecting ground truth by surveying real

customers, however, the labor intense, time consuming and sampling bias may prevent its

large-scale applications in a variety of contexts. Other text-based approaches [19, 42] can

also use natural language processing (NLP) metrics such as Automated Readability Index

(ARI) and Flesch Reading Ease (FRE). As we don’t use metadata such as text reviews in

our AMCF model, user review based explanation and evaluation could be a potential future
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extension to our model.

Here we develop novel quantitative evaluation schemes to assess our model’s explana-

tion quality in terms of general preferences and specific preferences, respectively.

General Preference Let’s denote the ground truth of user general preferences as pi for

user i, and the model’s predicted preference for user i is p̂i, we propose measures inspired

by Recall@K in recommendation evaluations.

Top M recall at K (TM@K): Given the M most preferred aspects of a user i from pi,

top M recall at K is defined as the ratio of the M aspects located in the top K highest

valued aspects in p̂i. For example, if pi indicates that user i’s top 3 preferred aspects are

Adventure, Drama, and Thriller, while the predicted p̂i shows that the top 5 are Adventure,

Comedy, Children, Drama, Crime, the top 3 recalls at 5 (T3@5) is then 2/3 whereas top 1

recall at 3 (T1@3) is 1.

Bottom M recall at K (BM@K): Similarly defined as above, except that it measures

the most disliked aspects.

As the ground truth of user preferences are usually not available, some reasonable ap-

proximations are needed. Hence we propose a method to calculate the so-called surrogate

ground truth. First we define the weightswij = (rij−bui −bvj−r̄)/A, where the weightwij is

calculated by nullifying user bias bui , item bias bvj , and global average r̄, and A is a constant

indicating the maximum rating (e.g. A = 5 for most datasets). Note that user bias bui and

item bias bvj can be easily calculated by bui = ( 1
|Vi|
∑

j∈Vi
rij)− r̄, and bvj = ( 1

|Uj |
∑

i∈Uj
rij)− r̄.

Here Vi represents the sets of items rated by user i, and Uj represents the sets of users

that have rated item j. With the weights we calculate user i’s preference on aspect t

using the following formula: pti =
∑

j∈Vi
wijs

t
j, where stj = 1 if item j has aspect t, 0
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otherwise. Hence a user i’s overall preference can be represented by an l1 normalized

vector pi = (p1i , ...,p
t
i, ...,p

T
i )/||pi||1. As our model can output a user preference vector

directly, we evaluate the explainability by calculating the average of TM@K and BM@K.

The evaluation results are reported in Table 3. We observe that the explainability of AMCF

is significantly better than random interpretation, and is comparable to the strong inter-

pretable baseline LR model with much better prediction accuracy. Thus our AMCF model

successfully integrates the strong prediction performance of a latent factor model and the

strong interpretability of a LR model.

Specific Preference Our approach is also capable of predicting a user’s preference on a

specific item, i.e. p̂ij, showing which aspects of item j are liked/disliked by the user i.

Compared to user general preference across all items, the problem of which aspect of an

item attracts the user most (specific preference) is more interesting and more challenging.

There is no widely accepted strategy to evaluate the quality of single item preference

prediction (except for direct customer survey). Here we propose a simple yet effective

evaluation scheme to illustrate the quality of our model’s explanation on user specific

preference. With the overall preference pi of user i given above, and assuming sj is the

multi-hot vector represents the aspects of item j, we say the element-wise product pij =

pi ⊙ sj reflects the user’s specific preference on item j.

Note that we should not use the TM@K/BM@K scheme as in general preference eval-

uation, both pij and predicted p̂ij ’s entries are mostly zeros, since each movie is only

categorized into a few genres. Hence the quality of specific preference prediction is ex-

pressed using a similarity measure. We use s(pij, p̂ij) to represent the cosine similarity

between pij and p̂ij, and the score for specific preference prediction is defined by averag-
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Figure 6: Examples of explainable recommendations. We l1-normalize the preference vec-
tor p to make the comparison fair.

ing over all user-item pairs in the test set: scores = 1
N

∑
ij s(pij, p̂ij). We report the results

of specific user preferences in the scores column of Table 3. As the LR cannot give specific

user preferences directly, we simply apply p̂ij = p̂i ⊙ sj where p̂i represents the general

preference predicted by LR.

An insight: Assume that for a specific user i, our AMCF model can be simply written

as r̂ij = fi(uj) to predict the rating for item j. Note that our AMCF model can decompose

the item in terms of aspects. Lets denote these aspects as {ψ1, ...ψm}. Then the prediction

can be approximated by r̂ij ≈ fi(
∑m

k=1 ajkψk), where ajk denote the k-th attention weights

for item j. In the case of LR, the rating is obtained by r̂ij = gi(
∑m

k=1 bkxk), where gi is the

LR model for user i, bk is the k-th coefficient of it, and xk represents the indicator of aspect

k, xk = 1 when the item has aspect k, xk = 0 otherwise. The similarity between AMCF

formula and LR formula listed above indicates that the coefficients of LR and the preference

output of AMCF share the same intrinsic meaning, i.e., both indicate the importance of

aspects.

An example: For specific explanation, given a user i and an item j, our AMCF model

predicts a vector p, representing the user i’s specific preference on an item j in terms of
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all predefined aspects. Specifically, the magnitude of each entry of p (i.e. |pi|) represents

the impact of a specific aspect on whether an item liked by a user or not. For example, in

Figure 6, the movie 120 is high-rated by both users 65 and 74, however, with differential

explanations: the former user preference is more on the Action genre whereas the latter is

more on Sci-Fi and War. On the other hand, the same movie is low-rated by user 67 mainly

due to the dislike of Action genre.

2.5 Conclusion

Modelers tend to better appreciate the interpretable recommender systems whereas

users are more likely to accept the explainable recommendations. In this paper, we pro-

posed a novel interpretable feature mapping strategy attempting to achieve both goals:

systems interpretability and recommendation explainability. Using extensive experiments

and tailor-made evaluation schemes, our AMCF method demonstrates strong performance

in both recommendation and explanation.
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CHAPTER 3 EXPLAINING DEEP NEURAL NETWORK MODELS WITH
ADVERSARIAL GRADIENT INTEGRATION

Deep neural networks (DNNs) have became one of the most high performing tools in

a broad range of machine learning areas. However, the multi-layer non-linearity of the

network architectures prevent us from gaining a better understanding of the models’ pre-

dictions. Gradient based attribution methods (e.g., Integrated Gradient (IG)) that decipher

input features’ contribution to the prediction task have been shown to be highly effective

yet requiring a reference input as the anchor for explaining model’s output. The perfor-

mance of DNN model interpretation can be quite inconsistent with regard to the choice of

references. Here we propose an Adversarial Gradient Integration (AGI) method that inte-

grates the gradients from adversarial examples to the target example along the curve of

steepest ascent to calculate the resulting contributions from all input features. Our method

doesn’t rely on the choice of references, hence can avoid the ambiguity and inconsistency

sourced from the reference selection. We demonstrate the performance of our AGI method

and compare with competing methods in explaining image classification results. Code is

available from https://github.com/pd90506/AGI.

3.1 Introduction

Recently, deep neural networks (DNNs) has attracted much attention in machine learn-

ing community due to its state-of-the-art performance on various tasks such as image clas-

sification [39], sentiment analysis [56] and item recommendation [52]. Despite the suc-

cesses, interpreting a complex DNN still remains an open problem, hindering its wide

deployment in safety and security-critical domains. A trustworthy DNN model should not

only demonstrates a high performance in its detection and prediction, but also needs to

https://github.com/pd90506/AGI
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explainable [3]. DNNs are complex nonlinear functions parameterized by model weights;

understanding how the information flows from input to output remains a major challenge

in Explainable Artificial Intelligence (XAI) research.

In general there are two directions towards interpreting DNNs, i.e., gradient based

methods, and local approximation methods. Some gradient based methods calculate in-

put feature importance by exploiting its gradient with respect to the model inputs. For

example, Saliency Map (SM) [62] uses gradient directly, Guided Backpropagation [64]

only propagates non-negative gradients, and Integraded Gradients (IG) [65] integrates

gradients from a reference to input. Class Activation Mapping (CAM) based methods

[74, 60, 12] capture the gradient with respect to intermediate layers of convolutional fea-

ture maps. As for the local approximation methods, extensive research have been done to

explain the local neighborhood behaviors of a complex model by approximating it with a

simple yet interpretable model [58, 61, 43], such as linear model and decision tree. Other

methods such as [24, 20, 38] attempt to perturb the inputs to identify the part of inputs

that are most responsible for a prediction in the neighborhood.

Within gradient models, although CAM based methods give promising results in various

applications, a major limitation is that it applies only to Convolutional Neural Network

(CNN) architectures. SM works on non-CNN models, however, it only captures the local

gradient information at the inputs, which can be misleading due to the high non-linearity

of DNNs. To overcome these limitations, methods such as IG [65] are proposed to not only

consider the gradients at the input, but also the cumulative gradients along the path from

a reference to the input example.

One key issue of IG (as well as other methods such as DeepLIFT [61]) is that it explicitly
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requires a reference (or baseline) to make interpretation. This could result in inconsistent

interpretations with regard to different references. Although finding a reasonable refer-

ence is not infeasible for easier tasks (e.g. MNIST classification), it could become problem-

atic when the underlying tasks are complicated. As described by the authors of IG paper :

“a reference should convey a complete absence of signal". If both white noise image and

black image convey no signal, why prefer the latter to the former in simpler tasks? Does it

hold true for more complex tasks? In the DeepLIFT paper, a blurred version of the original

input is used as the reference as opposed to a black image for CIFAR-10 data. As such, the

choice of reference can be ad hoc and lack of rigorous justification.

To tackle this major issue, we attempt to eliminate the requirement of reference by

utilizing the false class gradients to find adversarial examples for the DNN classifier. A

simple intuition is that adversarial examples are well-defined and easy to find given the

input and the DNN model. In contrast, the choice of a reference can be more subjective

and ad hoc. We derive our formulation based on the observation that sum of gradients

from all classes equal to 0, as such, the false class gradients are equivalent to the gradient

of the true class.

We summarize our main contributions as follows: 1) we propose a novel Adversarial

Gradient Integration (AGI) method for a more consistent DNN model interpretation elimi-

nating the need for a reference; 2) we establish the connection between the true class’ and

the false classes’ gradients; and 3) we explain a DNN model’s prediction via discriminating

against the false classes, instead of focusing only on correct classification of the true class.
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3.2 Preliminaries

To describe our approach, we first review gradient-based SM [62] and IG [65] methods,

and show their limitations such as gradient vanishing issue (Figure 7) and ad hoc choice

of reference issue. In section 3.3 and 3.4, we derive our AGI method and show that it has

various attractive properties that can overcome the limitation of the previous methods.

3.2.1 Saliency Map

Saliency Map [62] is a pioneering visualization method for model interpretation, which

simply calculates the gradient of classification output with respect to the input images.

Formally, MSaliency = ∇xf
t(x), where t represents the true label, and f t(x) represents the

output value corresponding to the true class label. This method captures the local gradient

information at the input, however, it can result in misleading interpretations since local

gradient information may not faithfully represent the global attribution. For example, in

Figure 7, the gradient at x = 2 is 0, however, we could not say that the contribution from

x is none. Moreover, when x = 1, the gradient may be inconsistent, i.e., 1 or 0, depending

on how we define the gradient. These critical issues need to be addressed.

3.2.2 Integrated Gradients

Different remedial methods have been developed to address the inconsistency among

the local gradients shown in Figure 7. For example, DeepLIFT [61] calculates the differ-

ence between x = 0 and x = 2 rather than using the gradient at one point. Another

method to mitigate the drawbacks of SM is to integrate the gradient from x = 0 to x = 2

to average the effects. This strategy not only avoids the gradient vanishing issue, but also

prevents the obstruction of some singular points (i.e., where gradient is not continuous),
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Figure 7: Gradients alone may cause misleading interpretation.

as long as the model is integrable within the range. In fact, this is similar to the idea of IG

proposed by [65]. The formulation of IG is

IGj(x) ::=
(
xj − x′j

)
×
ˆ 1

α=0

∂f (x′ + α× (x− x′))
∂xj

dα, (3.1)

where j denotes the index of jth input feature, x′j represents a reference. Although IG

successfully addresses the issues of SM method, we point out the following two limitations:

1) a predefined path is needed to integrate from a reference to the original input. IG takes

a straight line specified by γ(α) = x′ + α × (x− x′) in the input space as the integrating

path; and 2) a manually selected reference is required because integration must have a

starting point.

3.3 Problem Formulation

Looking into IG’s first limitation: the predefined integrating path, one motivation of

picking the straight line from a reference to the input is because it is the shortest path in

the input space. Intuitively, to effectively discriminate the input from a reference point, an
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integration method should indeed pick the shortest path (if there are any detour, it may

then contain information that discriminates from other examples). However, the problem

is what we are interested is the learned feature space from the penultimate layer of DNNs,

instead of the input space. Hence the shortest path needs to be the one in the learned

feature space. As the mapping from input space to feature space is highly non-linear and

complex, the corresponding curve, i.e., shortest curve, in the input space is most likely not

a straight line.

The problem to solve becomes how can we find such a curve in the input space that

may correspond to the shortest path in the feature space? Since operations from the

penultimate layer to the output layer is usually linear, the shortest curve from the input

point to a reference should correspond to a straight line in the feature space (Figure 8).

Thanks to backpropagation method, as long as we find the gradient along the direction of

the straight line in feature space, we are guaranteed to obtain the corresponding path in

the input space. Assuming the last layer has parameter set W and the penultimate layer’s

output is ϕ(x), the output of the last layer is then y = Wϕ(x). Taking the derivative with

respect to ϕ(x), we have y′ = W , which corresponds to a constant gradient field. The

steepest descent algorithm is guaranteed to find a straight line in a constant gradient field.

Using chain rule in backpropagation, we obtain the gradient field in the input space, and

hence the corresponding curve.

With respect to the second limitation: the choice of reference, from the above discussion,

we actually have already observed the redundancy of the reference: although there should

be a destination at the end of the straight line, we don’t have to pre-define it. In such a

case, the steepest descent algorithm can not only lead us to a candidate reference point,
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input space

Hidden layers

penultimate layer

…

Prediction

feature space

input space

Figure 8: The input space and feature space correspond to the input layer and penultimate
layer, respectively. Black solid arrows represent the gradient directions in the correspond-
ing spaces. The red dashed curve represents the steepest ascent/descent path. A straight
line in feature space corresponds to a curve in the input space.

but also help us finding the shortest path. Hence both reference and integration path can

be obtained with the model and inputs provided, and is input specific. Figure 8 illustrates

the shortest paths in the feature space (right upper panel) and the input space (right lower

panel). Note that the assumption of linearity from penultimate layer to output layer is not

required since we can use steepest descent algorithm regardless.

The property of steepest descent appears to be flawless, however, the caveat arises

from the inconsistency. i.e., ideally, just like the choice of the reference, the descent should

lead us to a point where all class outputs being equal. Unfortunately, this usually isn’t

possible. The reason is that although we can control the descent of the true class, we have
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no control of which false class will ascend along the path. In fact, descending from the

true class could very likely result in ascending to one of the false class instead of evenly

distributed to all false class [26].

3.4 Adversarial Gradient Integration

Here we formally describe the proposed AGI method to overcome the aforementioned

limitations, i.e., the inconsistency in automatically finding the reference.

3.4.1 Perspective: Discrimination v.s. Classification

The discussion we have thus far motivates us to define a more consistent and system-

atic concept than the reference for IG based model explanation. Here we propose using

adversarial example in lieu of reference. Unlike the latter whose definition can be vague

thus ad hoc, a targeted adversarial example is clearly defined as the closest perturbed ex-

ample to the original input such that it changes prediction of the true class to the targeted

class(es).

To understand the rationale behind our choice, let’s imagine in a classification task,

instead of considering a prediction as classifying the input as the true class, why not view it

as discriminating the input to all the false classes? Therefore, rather than interpreting what

makes the model to classify the true class, we may equivalently interpret what makes the

model to discriminate the true class from the false classes.

With the perspective of discrimination in mind, how could we leverage adversarial

examples to reinforce the role that a reference plays? Recall in the discussion of gradient

SM method, we have the property that all class probabilities are summed to 1, and we

have the overall zero gradient, leading us to establish the connection between true class



40

gradient and adversarial gradients as below:

∇x

∑
i

f i(x) = 0⇐⇒ ∇xf
t(x) = −

∑
i ̸=t

∇xf
i(x). (3.2)

It means that the gradient of the true class t w.r.t the input is equivalent to the summation

of negative gradient of the false classes w.r.t the input. This inspires us that in the neigh-

borhood of the input, the gradient contribution to the true class label and the adversarial

class labels are equivalent.

Lets focus on one adversarial false class i, whose gradient we call as an adversarial

gradient toward class i. If we follow the direction of the adversarial gradient, and perturb

the input via ascending the gradient direction (i.e., x ← x + ϵ · ∇f i(x), the steepest as-

cent), over multiple steps, we may eventually approach a point where the perturbed input

becomes an adversarial example x′(i), which gives false prediction of class i instead of t.

In this case, lets assume that there is a path denoted by γ(α), what we are interested is

how the true class prediction f t(x) changes along the path. And what is its role in making

model interpretation? To understand these, let’s first define the path gradient integration

(PGI):

Definition 2. Assume f denotes the prediction model, f t is the true class output of the model.

Let x be the original input, and x′ is another point in the input space. If there is a path γ(α)

from x′ to x, with x′ = γ(0) and x = γ(1), the path gradient integration for the jth input

feature is defined by

PGIj =

ˆ 1

α=0

∇γjf
t(γ(α)) · ∂γj(α)

∂α
dα. (3.3)
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Definition 2 essentially defines a path integration from a starting point to the input

point, following the path γ(α). If we define the starting point to be the choice of reference

x′, and take a straight line path from reference x′ to the input x, i.e. γ(α) = x′+α×(x− x′),

Definition 2 becomes an alternative formulation of IG [65]:

IGj =

ˆ 1

α=0

∇γjf
t(γ(α)) · ∂γj(α)

∂α
dα,

where γ(α) = x′ + α× (x− x′) .
(3.4)

But what if we use an adversarial example x′i as the starting point rather than a reference

point? Following the interpretation of IG, which states that the result of IG represents the

attribution of the input features to the prediction, similarly, we can interpret the integration

from the adversarial example as the attribution of the input feature to discriminate the true

class t from a false class i.

3.4.2 Adversarial Gradient Integration (AGI)

Integrating along a straight line from adversarial example x′i to x is not ideal. The

shortest path in the input space doesn’t account for the shortest path in learned feature

space (as we discussed in Section 3.3). Hence here the steepest ascent path is chosen as

the integration path.

Definition 3. Given all assumptions from Definition 2. Let f i be a false class output, γ(α) be

the path obtained by steepest ascending f i, and x′i be the corresponding adversarial example

at the end of the path, the adversarial gradient integration of the jth input feature is defined
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by

AGIj =

ˆ 1

α=0

∇γjf
t(γ(α)) · ∂γj(α)

∂α
dα,

γ(α): a path obtained by the steepest ascent,

x′ = γ(0) and x = γ(1).

(3.5)

Recall that in [65], the authors propose that an attribution method needs to satisfy

three axioms, i.e., sensitivity, implementation invariance, and completeness. We argue

AGI satisfies all of them due to the nature of path integration. From Definition 3, we can

easily find that IG and AGI differ only in two aspects: 1) AGI integrates over the curve

of steepest ascent whereas IG integrates over a straight line from the input space; and 2)

AGI starts from an adversarial example, while IG starts from a manually selected reference

point. The differences essentially are summarize to two benefits of AGI: 1) it gives more

intuitive shortest path in the learned feature space, and 2) no need to manually select the

reference point, preventing the derived inconsistency.

3.4.3 From IG to AGI

Follow the interpretation by IG: the IG result shows the contribution of individual in-

put features to the true class t. We interpret AGI similarly as: the AGI result shows the

attribution of individual input feature to discriminate t from a false class i. Now, what if

we sum AGIs from all false classes? Inspired by Eq. 3.2, we assume

∑
i

AGIi ∼ −IG, (3.6)
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which essentially says that the attribution to all discriminations should be equivalent to

attribution to classification. The rationale is that although we usually say that a model

classifies the input as something, another perspective can be, in contrast, that a model dis-

criminates something from other things. For example, LeNet discriminates one digit class

from other digit classes in MNIST dataset. Hence we can interpret a classification by

summing over all interpretations of AGIs, which essentially interprets the discrimination

between all adversarial classes and the true class.

3.4.4 Finding the Steepest Ascending Path

In order to obtain AGI for one false class i, two gradients need to be calculated: ∇xf
i(x)

and ∇xf
t(x). Note that because the path is defined by steepest ascent, then in Eq. 3.5, we

have

∂γ(α)

∂α
dα = − ∇xf

i(x)

|∇xf i(x)|
dα, (3.7)

the minus sign here is because the direction is opposite (we ascend from x to x′i, while

integration is done from x′i to x). The formulation then becomes

AGIj =

ˆ
til adv

−∇xj
f t(x) ·

∇xj
f i(x)

|∇xf i(x)|
dα, (3.8)

which integrates along the path until argmaxℓ f
ℓ(x) = i Here we may face the issue that

gradient ascending may encounter local maxima that prevents it from ascending further.

We adopt the approach proposed by [44] that uses the signed gradient instead of the

original gradient to make sure it is easier to surpass the decision boundary. In addition,
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Algorithm 1: IndividualAGI(f,x, i, ϵ,m)
Input : Classifier f , input x, adversarial class i

step size ϵ, max number of steps m;
Output: Individual AGI for class i: AGIi;
AGIi ← 0;
j ← 0 ;
while argmaxℓ f

ℓ(x) ̸= i and j < m do

d← ϵ · sign(
∇xj f

i(x)

|∇xf i(x)|) ; // Adv. direction
AGIi ← AGIi −∇xj

f t(x) · d;
x← x+ d ; // ascending
j++;

end

we set a maximum step size m to prevent the path from infinite looping when trapped in

local maxima. The algorithm for computing individual AGI is given by Algorithm 1 (the

subscript j is omitted for conciseness).

3.4.5 Individual AGI Aggregation

As for aggregating all individual AGIs, when the number of classes are small, we can

simply sum up all AGIs. However, when there are a large amount of classes, such as 1000

classes in ImageNet dataset, calculating all AGIs for 999 false classes become computa-

tional prohibitive. In order to alleviate the excessive computational burden, we randomly

select a reasonable amount of false classes by sampling from all candidate classes. Al-

though this sampling procedure may lose information from the unselected classes, the

resulting AGI can still capture the essential information because the discriminating tasks

actually share a fair amount of semantic information. For example, the information for

discriminating Labrador from Cat may be similar to discriminating Shepherd from Cat.

Hence we argue that sampling a subset of classes is adequate to obtain a satisfying model

interpretation and we also provide experimental justifications in Section 3.5.3 and Sec-
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Algorithm 2: AGI(f,x, ϵ, k,m)
Input : Classifier f , input x, step size ϵ, subsampling size k, max number of steps

m;
Output: AGI;
AGI ← 0;
S ← Sampling k false classes ;
for i in S do

AGI ← AGI + IndividualAGI(f, x, i, ϵ,m)
end

tion 3.5.4. The algorithm for calculating AGI is given by Algorithm 2.

3.5 Experiments

In this section, we perform experiments attempting to answer the following questions:

1) does AGI output meaningful interpretations for classifying the true class? 2) does class

subsampling compromise the performance? 3) does individual AGI give reasonable inter-

pretation for discriminating the true class against a false class? and 4) does AGI pass sanity

checks?

3.5.1 Experimental Setup

The model to be interpreted includes InceptionV3 [66], ResNet152 [29] and VGG19

[63]. All experiments are conducted using ImageNet dataset.

In terms of baseline DNN interpretation methods, we use SM [62] and IG[65] as base-

lines for qualitative and quantitative comparisons of interpretation quality. Additionally,

Guided-Backpropagation [64] is selected for comparison with AGI in the sanity check ex-

periments. Regarding parameter settings, we set the step size ϵ = 0.05, and the class

subsampling size for ImageNet to 20. As for the reference for IG method, we use the

default choice in the original paper (i.e., black image).

Additional data processing to optimize the heatmap visualization have also been used.
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Figure 10: Comparison of heatmap sparsity. Here AGI w/ straight path represents that we
replace the integration path of AGI by a straight line in the input space. The results show
that inappropriate integration path may result in sparsity.

We reassign all heatmap attributions less than q = Percentile(80%) to be q (lower bound),

and all values larger than u = Percentile(99%) to be u (upper bound), then normalize

them within [0, 1]. The lower bound is set because that we only want to focus on the

area with relatively high attributions, a low attribution is likely caused by background.

The upper bound is set to avoid extremely high values that can potentially undermine the

visualization (This procedure is applied to all methods).

Our implementation for generating the steepest ascent curve is inspired from the PGD

attack algorithm [44]. For InceptionV3, setting the max ascending step = 20, and sample

size = 20, it will cost ≈ 15 seconds to interpret a single 224 × 224 color image on a

computer with Nvidia GTX 1080 GPU. However, the path-finding procedure for sampled
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Figure 11: An example of insertion game and deletion game. The insertion (deletion)
score is obtained by calculating the area under the curve of the insertion (deletion) game.

negative classes can be paralleled to speed up the running time, making the overall process

less than 1 second.

3.5.2 Qualitative Evaluation

Figure 9 shows examples of different interpretation methods explaining predictions

made by InceptionV3 (Additional examples and experiments on Resnet152 and VGG19

can be found in the supplementary materials). A key observation from the experiments is

that IG’s output heatmap is far more sparse than AGI’s (by sparse, we mean high attribution

values are sparsely distributed in the map instead of concentrating on the target objects).

We argue that this phenomenon is sourced from two aspects: First, IG uses a black image
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Figure 12: By increasing the number of classes in subsampling, the quality of explanation
improves markedly up to n = 10 then stabilizes afterwards.

Figure 13: An example on choice of discriminating class on interpretation. Only Koala
itself is highlighted when discriminating against Toilet Tissue whereas part of the tree
trunk is also highlighted together with Koala when discriminating against Polecat.

as the default reference whereas AGI doesn’t. Black reference image may be good for

those cases where objects are light colored, but can fail when the target object is dark.

For example, the heatmap of Indian Elephant generated by IG (Figure 9) doesn’t highlight

the body of the elephant which is in fact under the shadow whereas that generated by

our AGI has no such issue. Second, IG uses shortest integration path (straight line) in

input space whereas AGI uses shortest path in the learned feature space. To demonstrate
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Figure 14: An example on sanity checks. The upper panel shows the original heatmap,
heatmap with randomized model, and heatmap with randomized data label of the AGI,
respectively. The lower panel shows the counterparts obtained by guided backpropagation
method.

the relationship between the straightline integration and sparsity, we replace our AGI’s

integration path with the straight line, i.e., instead of integrating over the curve of steepest

ascent, we integrate from adversarial examples to the input example over a straight line

like IG. The results in Figure 10 show that an inappropriate integration path may cause

heatmap sparsity.

Methods IG SM AGI-1 AGI-5 AGI-10 AGI-20
Deletion Score

InceptionV3 0.032 0.036 0.043 0.043 0.046 0.048
ResNet152 0.030 0.056 0.044 0.052 0.056 0.060

Insertion Score
Methods IG SM AGI-1 AGI-5 AGI-10 AGI-20

InceptionV3 0.294 0.537 0.408 0.503 0.532 0.561
ResNet152 0.262 0.407 0.405 0.475 0.489 0.503

Table 4: Deletion score: the lower the better; Insertion score: the higher the better. Here
AGI-n represents the corresponding AGI method with n subsampled false classes. The
benefit of increasing the size of class subsampling becomes diminishing.
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3.5.3 Quantitative Evaluation

In addition to the qualitative examples presented above, we also conduct quantita-

tive experiments to validate our method using insertion scores and deletion scores [55].

Starting from a blank image, the insertion game successively inserts pixels from highest

to lowest attribution scores and makes predictions. We draw a curve that represents the

prediction values, the area under the curve (AUC) is then defined as the insertion score.

The higher the insertion score, the better the quality of interpretation. Similarly, starting

from the original image, the deletion score is obtained by successively deleting the pixels

from the highest to lowest attribution scores. The lower the deletion score, the better the

quality of interpretation. An example of such process is shown in Figure 11. Table 4 shows

the average scores over 1000 test examples in ImageNet by InceptionV3 and ResNet152.

While IG, SM and AGI all have sufficiently small deletion scores (Note that deletion

score become less indicative when getting extremely small due to the existence of adver-

sarial effects in DNNs [55]). AGI has much larger insertion scores than the competitors

(Table 4). Since the latter is an indicator of the ability to detect the target object, we

conclude that AGI outperforms IG and SM in terms of detecting the meaningful objects.

Observing the trend from AGI-1 to AGI-20, the insertion score converges when the subset

of selected false classes become sufficiently large. In the case of InceptionV3, from AGI-1

to AGI-10, the insertion score gain per additional class is ∼ 0.014 whereas the score gain

per additional class become ∼ 0.003 from AGI-10 to AGI-20. This demonstrates that a

relatively small subset of false classes is sufficient to obtain a good interpretation.
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3.5.4 Class Subsampling

A major computational burden of our AGI method is to calculate individual AGI for all

false classes. As we argued before, random subsampling doesn’t affect the results as long

as the sample size is sufficiently large. Although individual AGIs may be different for dif-

ferent false classes, the aggregated AGI converges when sample size increases. As such, the

information from the sampled AGIs is sufficient to generalize to all other classes. Figure 12

substantiates our claim: the results indeed become more clear when sample size increases

from 1 to 10 but doesn’t change too much afterwards. This observation indicates that

different discriminating tasks may share a fair amount of input attributions, hence a small

subset can be sufficiently representative for the overall interpretation. Note that it is possi-

ble to utilize the semantic information to help selecting the subset of classes, which could

render better results. We didn’t utilize it for subsampling in this paper mainly because that

the random selection method can already output promising results. However, we do point

out that utilizing semantic information for subsampling process may potentially reduce the

sampling size.

3.5.5 Discrimination from Other Classes

One of our main contributions is that we decompose the interpretation of classifying

the true label into the sum of interpretation of discriminating against false labels. To

demonstrate our claim, we conduct experiments to interpret model discrimination using

individual AGIs (Algorithm 1). The individual AGI should represent the attributions that

discriminate true class from the specific false class.

Figure 13 shows an example from ImageNet dataset. To discriminate Koala from Toilet
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Tissue, we can observe that only the body of Koala from the image is highlighted in the

heatmap. However, when attempting to discriminate it from a Polecat, the attribution from

the trunk become more prominent, which means the latter is used to reinforce explanation.

The underlying reason behind it could be that Polecats don’t live on trees, while Koala do.

3.5.6 Sanity Checks for Image Interpretation

As pointed out by [4], visual interpretation could be misleading, as some previous

interpretation methods are just edge detection instead of genuine interpretation. In case

when an interpretation method is independent of either the prediction model or of the

data generating process, a sanity check is required for validating its correctness.

Here we perform two tests for the sanity check, 1) a model parameter randomization

test: the interpretation of model with learned parameters should be substantially different

from the model with random parameters; and 2) a data randomization test: the same

input with different labeling should result in different interpretations. Figure 14 shows

that our AGI method passes both tests (first row) since after both model randomization

and data randomization, the outputs are significantly different from the original ones.

While Guided-Backpropagate [64] (second row), on the other hand, doesn’t pass the data

randomization test, as randomizing data label should has significant heatmap differences

from the correct label (the heatmap corresponding to ‘original’ and ‘random’ labels).

3.6 Conclusion

In this paper, motivated by the limitations of two well-established DNN interpretation

methods, SM and IG, we propose a novel attribution method, i.e., AGI, which doesn’t re-

quire a manually selected reference, nor a predefined integration path. As such it can be
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applied to automatically and consistently explain DNNs’ predictions. Through extensive

experiments, our AGI method significantly outperforms the competing methods in both

qualitative and quantitative experiments. Our AGI method can be broadly applied to ex-

plain a wide range of DNN models’ predictions.

ETHICAL IMPACT

DNN models have been increasingly deployed in many security and safety-critic real

world settings. Despite the impressive performance, they are mostly black-box models that

usually fail to give insight on why and how they make predictions. As trustworthiness and

transparency become more salient issues, interpretable DNN methods are highly desirable

and their wide adoption is expected to accelerate our current pace of leveraging AI for

social good.
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CHAPTER 4 INTERPRETING DEEP NEURAL NETWORK MODELS
WITH NEGATIVE FLUX AGGREGATION

Deep neural network has became one of the most important tools in machine learn-

ing as it has demonstrated impressive performance in different domains such as computer

vision and natural language processing. In the meantime, there are increasing demands

for understanding their behaviors due to the rising security or transparency concerns. Due

to the multi-layer nonlinearity of the deep neural network architecture, how they make

predictions still remains as an open problem, preventing us from gaining a better under-

standing of the model’s behavior. To enhance interpretability of deep neural networks,

we study the input feature’s attributions to prediction tasks by presenting an attribution

map via Negative Flux Aggregation (NeFLAG) strategy, which is inspired by the divergence

theorem in vector analysis. We further point out a connection to Taylor decomposition. Un-

like previous model explanation approaches, ours doesn’t rely on fitting a surrogate model

nor need any path integration of gradients. Both qualitative and quantitative experiments

demonstrate a superior performance of NeFLAG in generating more faithful attribution

maps than competing methods.

4.1 Introduction

Deep neural networks (DNNs) have became the primary choices for a wide range of

machine learning tasks due to their overall outstanding performance and broad applica-

bility, such as in Computer Vision, Nature Language Processing, and Recommender Sys-

tems [30, 40, 51]. Recently, the growing demand on trustworthy artificial intelligence

(AI) in security- and safety-critic domains has urged researchers to develop more inter-

pretable and transparent models in these tasks[13, 33]. As noted in some pioneering works
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[48, 70, 3], interpretability is a prerequisite for the model to be trustworthy. However, it is

difficult for human to understand a DNN’s predictions in terms of its input features due to

the black-box nature of DNNs, preventing them from real-world deployment in domains

with aggravated security and/or safety concerns.

As such, the field of explainable machine learning has emerged and seen a wide array

of model explanation approaches. Among them, local approximation and gradient based

methods are two major categories that are most thoroughly researched. For example, local

approximation methods mimic the local behavior of a black-box model within a certain

neighborhood via some simple interpretable models, such as linear models and decision

trees. However, local approximation methods either require an additional model train-

ing processes (e.g., LIME[58], SHAP[43]), or rely on some customized propagation rules

(e.g., LRP[8], Deep Taylor Decomposition[47], DeepLIFT[61], DeepSHAP[15]). For gra-

dient based methods such as Saliency maps [62], Integrated Gradient (IG) and its variants

[65, 33, 23, 53], though requiring neither surrogates nor customized rules, they must deal

with an unstable estimation of gradients with respect to the given inputs. These exist-

ing methods typically mitigate this issue via a path integration for gradient smoothing,

however, they also introduce another degree of instability via some arbitrary selections of

baselines or integration paths.

Ideally, we hope to avoid surrogates, special rules, arbitrary baselines and/or paths. In

this paper, we study the prediction behavior of a DNN exploiting the concepts of divergence

and fluxes in vector analysis. We propose Negative Flux Aggregation (NeFLAG) approach,

which regards gradient accumulation as divergence. And by converting divergence to

gradient fluxes according to divergence theorem, NeFLAG interprets the underlying DNN
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models with the attribution heatmap obtained by aggregation of the negative fluxes (we

will discuss divergence theorem and fluxes in detail in Section 4.3).

We here summarize our contribution as follows: 1) To the best of our knowledge, this

is the first interpretation method that takes advantage of the concepts of gradient diver-

gence and fluxes. 2) Our approach eliminates the need for path integration via converting

divergence to fluxes estimation using divergence theorem, providing a new direction for

gradient smoothing technique. 3) We investigate the relationship between flux estimation

and Taylor approximation, bridging the connection of our method to other local approx-

imation approaches. 4) Both qualitative and quantitative results demonstrate NeFLAG’s

superior performance over the competing methods in terms of interpretation quality.

4.2 Related Work

We categorize our approach as one of the local approximation methods. Examples

includes LIME[58], which fits a simple model (linear model or decision trees etc.) in a

neighborhood of a given input point, and use this simple model as a local interpretation.

Similarly, SHAP[43]) generalizes LIME via a shapley value reweighing scheme that has

been proved to yield more consistent results. These two methods, in general, enjoy their

own merit when the underlying model is completely black-box, i.e., no gradient and model

architecture information are available. However, in the case of interpreting a DNN, where

we usually know both model and gradient information, it is often beneficial to utilize this

extra information as we are essentially interpreting the model itself rather than a surrogate

model. As we will see in Section 4.3, our method, NeFLAG, not only exploits the gradient

information, but also eliminates the need for fitting an extra surrogate model.
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Another line of research interprets the underlying model via accumulating/integrating

gradients along specific paths from baselines to the given input. In this work, we denote

them as accumulation based methods, represented by Integrated Gradients (IG) [65]. Re-

cent variants includes Expected Gradient (EG) [23] (reformulated IG as expectation), fast

IG [33], and Adversarial Gradient Integration (AGI) [53] (IG with alternative path and

baseline), just to name a few. IG chooses a baseline (usually black image) to contrast the

given input, the attribution is obtained by accumulating gradients along a straightline path

from the baseline to the given input in the input space. AGI, on the other hand, relaxes

the baseline and straightline assumption by utilizing adversarial attacks to automatically

generate both baselines and paths, thereafter accumulating gradients along these paths.

Regardless of manually picked or generated, both would require paths and baselines for

gradient smoothing via path integration, which could possibly introduce attribution noises

along the path (as noted by [65], different paths could result in completely different attri-

bution maps). On the contrary, our NeFLAG method doesn’t need a path nor baseline to

work, the gradient smoothing is controlled by a single radius parameter ϵ.

4.3 Preliminaries: Divergence and Flux

We start explaining our approach by first introducing the concept of divergence and flux

in vector analysis. Lets first consider a general scenario: to interpret a DNN’s prediction,

we hope to characterize its local behavior. Let’s define a DNN model f : X → Y , which

takes inputs x ∈ X, and outputs f(x) ∈ Y . For simplicity, we also assume that the

model is locally continuously differentiable. When we query the interpretation for a given

input x, we are interested in how and why a decision is made, i.e., what is the underlying
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decision boundary. In fact, this is also the idea behind many other interpretation methods

such as LIME[58] and SHAP[43]. In these methods, an interpretable linear model (or

other simple models) is fitted via sampling additional points around the neighborhood of

input of interest. Clearly, taking advantage of a certain kind of neighborhood aggregation

is a promising route for interpretation of local approximation.

When the gradient ∇xf is available, it is already a decent indicator of local behavior. If

we only calculate the gradient at x, the resulting heatmap is called the Saliency Map[62].

However, without aggregation, this gradient is usually unstable due to adversarial effect,

where a small perturbation of the inputs can lead to large variation of gradient values. To

overcome the instability, lets denote a neighborhood around input x to be Vx, and estimate

the average gradients over it. Intuitively, the resulting vector
´
Vx
∇f · dVx can be viewed

as a local approximation for the underlying model. However, neither a single gradient

evaluation nor neighborhood gradient integration exploits the fact that the function value

f(x) can be viewed as a result of gradient field flow accumulation. The gradient field flow

therefore inspires us to accumulate the gradients along the flow direction, giving rise to

the idea of gradient accumulation.

4.4 Gradient Accumulation

Plenty of methods have already embraced the idea of accumulation without explicitly

defining it. They usually accumulate the gradients along a certain path, for example, Inte-

grated Gradients (IG)[65] integrates the gradients along a straightline in the input space

from a baseline to the given input. Specifically, they study not a single input point, but the

gradient flows from a baseline point towards the given input (Figure 15). The baseline
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Figure 15: In a non-uniform field, IG accumulates gradient flow from a baseline to the
given input. Here black solid arrows denote the gradient field, the red dashed arrow de-
notes the accumulation direction, and the length of green solid arrows denote the gradient
magnitude on the accumulation direction.

here is selected as where no information is contained for decision. Another example is Ad-

versarial Gradient Integration (AGI) [53], which instead integrates along multiple paths

generated by an adversarial attack algorithm, and aggregates all of them. This method

essentially also accumulates gradient flows, and it differs from IG only in accumulation

paths and selection of baselines.

Although both IG and AGI exploit the idea of gradient accumulation, they only tackle

one-dimensional accumulation, i.e., accumulating over a path/paths. In fact, [53] point

out that neither a accumulation path is unique, nor a single path is necessarily sufficient.

Ideally, an accumulation method should take into account of every possible baseline and

path, however, it is nearly impossible to accumulate all possible paths. Then how could we

overcome such obstacle? A promising solution is to leverage the concepts of divergence

and flux.
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4.4.1 Divergence and Flux

For studying accumulation, the definition of divergence perfectly fits our needs. Let

F = ∇xf be the gradient field, the divergence divF is defined by

divF = ∇ · F =

(
∂

∂x1
,
∂

∂x2
, ...

)
· (Fx1 , Fx2 , ...) , (4.1)

where Fxi
and xi are the gradient vector’s and input’s ith entry, respectively. The above

definition is convenient for computation, however, difficult to interpret. A more intuitive

definition of divergence can be described as follows

Definition 1. Given that F is a vector field, the divergence at position x is defined by the total

vector flux through an infinitesimal surface enclosure S that encloses x, i.e.,

divF|x = lim
V→0

1

|V |

‹
S(V )

F · n̂dS, (4.2)

where V is an infinitesimal volume around x that is enclosed by S, and F · n̂ denotes the

normal vector flow (flux) through the surface S.

It is not hard to see that ∇ · F is essentially the (negatively) accumulated gradients at

point x from Definition 1, as it defines the total gradient flow contained in the infinitesimal

volume V .

Therefore, given input x, to interpret the model within its neighborhood denoted by

Vx, we only need to calculate the accumulated gradients by integrating the divergence over

all points within this neighborhood. The attribution heatmap can be obtained by simply
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replacing the dot product in Eq. 4.1 by an element-wise product, and then integrate, i.e.,

Attribution =

ˆ
Vx

(
∂

∂x1
,
∂

∂x2
, ...

)
⊙ (Fx1 , Fx2 , ...) dV. (4.3)

However, there is one major obstacle, that is, how to integrate the whole volume Vx es-

pecially when input dimension is high. It is tempting to sample a few points inside the

neighborhood surface enclosure, and sum up the divergence. However, the computational

cost for divergence, which involves second order gradient computation, is much higher

than only calculating the first order gradients.

Fortunately, we can gracefully convert the volume integration of divergence into surface

integration of gradient fluxes using divergence theorem, and thus simplify the computa-

tion.

4.4.2 Divergence Theorem

In vector analysis, the divergence theorem states that the total divergence within an

enclosed surface enclosure is equal to the surface integral of the vector field’s flux over

such surface enclosure. The flux is defined as the vector field’s normal component to the

surface. Formally, let F be a vector field in a space U , S is defined as a surface enclosure

in such space, and we call the neighborhood volume that is enclosed in S as V . Assuming

that F is continuously differentiable on V , the Divergence Theorem states that

˚
V

(∇ · F)dV =

‹
S

(F · n̂)dS. (4.4)
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Here the integrating symbol
˝

and
‚

doesn’t necessarily need to be 3-dimensional and

2-dimensional, respectively. They can be of any higher dimension as long as the surface

integration is one dimensional lower than the volume one.

In the case of DNNs, the gradient field F = ∇xf with respect to the inputs is exactly

a vector field in the input space. Note that there could be non-differentiable points (that

could violate the continuously differentiable condition due to some activation functions

such as ReLU may not differentiable at some point), nevertheless, we can safely assume

that it is at least continuously differentiable within a certain small neighborhood.

Figure 16: The fluxes on closed surfaces with different shapes. a. The total flux of a closed
sphere surface is zero when the field is uniform, and the vector obtained by negative flux
vector aggregation is coherent to the field vector. Here red arrows and blue arrows denote
positive and negative flux, respectively. The green arrow bar denotes the direction of the
aggregated vector. b. When the closed surface is not symmetric with respect to the field,
the resulting aggregated vector is not in the same direction as the field.

4.5 Negative Flux Aggregation

In this section, we describe our interpretation approach, Negative Flux Aggregation

(NeFLAG). We first explain the necessity of differentiating positive and negative fluxes,

and then describe an algorithm on how to find negative fluxes on a ϵ-sphere and aggregate

them for interpretation.
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4.5.1 Negative Fluxes Define a Linear Model

Interpreting via directly integrating all fluxes is a tempting approach, however, the

positive and negative fluxes should be interpreted differently. By convention, positive

fluxes are pointed outward the enclosure surface, and the negative fluxes are pointed

inward (Figure 16a). Let S be a surface enclosure and V is its corresponding volume, a

positive flux can be viewed as the gradient lose of V , and similarly a negative flux is the

gradient gain of V . When interpreting a decision by a DNN model f , assume x is a point

in the input space U , the prediction of it by f is class A. To interpret this prediction at a

location in the input space (i.e., x), we need to find out that moving to which direction

could make it less likely A? Apparently, a good choice is to move in the direction of

negative gradient, i.e., with negative gradient fluxes. In contrast, the positive flux can be

interpreted as what makes it more likely be class A. But since x is already predicted as

A, this information is less informative than the negative fluxes in terms of interpretation.

(An additional intuition is that for a given input x we are more interested in its direction

towards decision boundary, instead of the other side of it.)

Linear Case: It is not hard to see that in a linear vector field Fl with underlying linear

function fl, the sum of fluxes within any enclosure is 0 (Figure 16). Moreover, when the

enclosure is anN -dimensional sphere (whereN is the dimension of the space), we can sum

up over all vectors on the sphere surface that are contributing negative flux. The obtained

summed-up vector is then equivalent to the weight vector of the underlying linear function

fl.

The observation of the linear case study inspires us to learn the weight vector of a local
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linear function by summing up all negative fluxes on an N -d sphere. Hence we say that

the vector sum of all negative fluxes interprets the local behavior of the original function

via a local linear approximation. Formally, we state Assumption 1 as follows.

Assumption 1. Given model f whose gradient field is F, and sample x, let Sx be an N -d

ϵ-sphere that centered at x. The vector sum of all negative flux can be obtained by

w =

‹
S−
x

F⊙ n̂dSx, (4.5)

where ⊙ denotes element-wise product, and S−x is a set of point on the sphere where flux is

negative. The linear model defined by weight vector w is then a local linear interpretation to

the original model of input x.

Note that it is critical to set Sx as a sphere in Assumption 1, any other shape introducing

any degree of asymmetry would cause disagreement between local linear approximation

and the negative flux aggregation, as shown in Figure 16b.

Interpretation: An interpretation can be achieved by plotting an attribution heatmap

using the vectorw from Eq. 4.5. The rationale is directly from the correspondence between

this vector and the underlying linear model.

4.5.2 Algorithm

To calculate Eq. 4.5, we have to find out both the point x̃ with negative flux and

its normal vector n̂. For the latter, given a candidate point x̃ on the sphere surface Sx,

we can replace n̂ by (x̃ − x)/|x̃ − x| because x is the center of the sphere Sx, and the

radius ϵ = |x̃ − x|. As for point x̃ with negative flux, a straightforward solution is to

randomly subsample a list of points on the ϵ-sphere, then select those with negative flux.
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However, this trick has no guarantee that how many subsampling is sufficient, and also

cannot guarantee that a negative flux exists. Therefore, we need an algorithm that can

guide us to those points with negative fluxes.

Since we only interested in interpreting the local behavior, meaning that the radius of

the ϵ-sphere should be sufficiently small. This provides us with the possibility to approxi-

mate the gradient (flux). i.e.,

F(x̃) · n̂ ≈ (f(x̃)− f(x))
ϵ

. (4.6)

Since x is the center of ϵ-sphere Sx, to make the flux (left hand side of Eq. 4.6) negative,

we only need to find x̃ such that f(x̃) < f(x). Moreover, for interpreting a classification

task, it is usually the case that f(x) is of a high value (when a prediction is confident, the

output probability would be close to 1). Therefore, if we could find a random local minima

x̃ on the ϵ-sphere Sx, it would most likely have f(x̃) < f(x).

In order to obtain a local minima starting with any arbitrary initialization, we propose

the following lemma.

Lemma 1. Let x be the center of sphere Sx, and x(0) be a random point on the ϵ-sphere Sx.

We define the following recurrence

x(k) = x− ϵ ·
F
(
x(k−1))

|F (x(k−1))|
. (4.7)

Let Vx be the space enclosed by Sx, assuming F is continuous on Vx, then f(x(k)) converges to

a local minima on Sx as k →∞.
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Proof. To find a local minima on the surface Sx, given the current candidate x(k−1) and its

corresponding gradient F(x(k−1)), the updating formula needs to take x(k−1) to x(k) such

that x(k) is on the opposite direction of the tangent component of F(x(k−1)) to the surface

Sx. Assuming the updating step to be ϵ, the updating rule is then

x(k) = x(k−1) − ϵ ·

(
F
(
x(k−1))

|F (x(k−1))|
−

F
(
x(k−1))

|F (x(k−1))|
⊙ n̂

)
. (4.8)

Note that the term in the parentheses is exactly the tangent direction of the gradient (i.e.,

the direction of the gradient minus the normal component). We can derive that

x = x(k−1) + ϵ ·
(
x− x(k−1))

ϵ
(4.9)

≈ x(k−1) + ϵ ·
F
(
x(k−1))

|F (x(k−1))|
⊙ n̂, (4.10)

where x is the center of the ϵ-sphere Sx, substituting Eq. 4.10 into Eq 4.8, we then have

the updating rule in Eq. 4.7.

Lemma 1 tells us that given any initial point x(0) on the sphere, we can always find a

point with local minimal flux value. Ideally, by seeding multiple initial points, following

the recurrence in Eq. 4.8, we can obtain a set of local minima points on Sx. The integra-

tion in Eq. 4.5 can then be approximated by summation of the gradient fluxes at these

local minima points. But this approximation is suboptimal because recurrence in Eq. 4.8

will cause bias toward those points with minimal fluxes, instead of distributing evenly to

points with negative fluxes. To overcome this issue, we add a sign operation the recurrence
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Algorithm 3: NeFLAG(f,x, n, Sx, ϵ,m)
Input : f : Classifier, x: input,

n: number of negative flux samples,
Sx: ϵ-sphere, ϵ: radius of Sx,
m: max number of optimizing steps;

Output: Attribution map NeFLAG;
NeFLAG← 0; j ← 0; i← 0 ;
while i = 1 : n do

while j = 1 : m do
Randomly sample x̃ on sphere Sx;

x̃ = x− ϵ · sign
(

F(x̃)
|F(x̃)|

)
;

end
NeFLAG = NeFLAG + F (x̃)⊙ (x− x̃);

end

in Eq. 4.8 to introduce additional stochasticity, hence making the negative flux points dis-

tributed more evenly. Algorithm 3 describes this trick as well as the step-by-step procedure

of calculating NeFLAG.

4.5.3 Connection to Taylor Approximation

Given that Sx is anN -d ϵ-sphere centered at x, for any point x̃ on the sphere surface, we

can represent the normal vector n̂ as (x̃−x)/ϵ. This inspires us to investigate its connection

to the first order Taylor approximation. As pointed out by [47], Taylor decomposition can

be applied at a nearby point x̃, then the first order decomposition can be written by

f(x) = f(x̃) + (∇xf |x=x̃)
⊤ · (x− x̃) + η, (4.11)

where η is the error term of second order and higher, xp and x̃p are entries of x and x̃

respectively. We use R(x) = (∇xf |x=x̃)⊙ (x− x̃) to represent a heatmap generated by this

approximation process. Note that the heatmap R(x) completely attributes f(x) if f(x̃) = 0
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and the error term η can be omitted.

One may notice that if x̃ is by chance on the N-d ϵ-sphere, the point estimation of x at

x̃ is then equivalent to the flux estimation at x̃. To explain it more clearly, we can simply

view −(x − x̃)/|x − x̃| as the normal vector n̂ in Eq. 4.5, and (∇xf |x=x̃) is exactly the

gradient vector F at x̃. Hence the first order Taylor decomposition and the flux estimation

differs only by a factor of −ϵ as ϵ = |x− x̃|.

Since we only care about the negative fluxes, it means that the second term of Eq 4.11,

i.e., (∇xf |x=x̃)
⊤ · (x − x̃) must be positive. If we further omit the error term η, we must

have f(x) = f(x̃) + positive value. This observation tells us that in the perspective of first

order Taylor decomposition, the negative flux indeed attributes to positive predictions.

Methods IG AGI EG NeFLAG-1 NeFLAG-10 NeFLAG-20
Deletion Score

InceptionV3 0.035 0.041 0.037 0.032 0.034 0.035
ResNet152 0.031 0.046 0.042 0.038 0.047 0.054

Insertion Score
Methods IG AGI EG NeFLAG-1 NeFLAG-10 NeFLAG-20

InceptionV3 0.238 0.483 0.210 0.494 0.551 0.571
ResNet152 0.185 0.402 0.192 0.412 0.493 0.515

Table 5: The quantitative evaluation metrics used here include deletion score and insertion
score. In general, an attribution method need to yield higher insertion score, meanwhile
keep low deletion score. Here NeFLAG-1, NeFLAG-10 and NeFLAG-20 are similarly the
NeFLAG method with corresponding number of randomly subsampled negative flux points.

4.6 Experiments

In this section, we demonstrate and evaluate NeFLAG’s performance both qualitatively

and quantitatively.

4.6.1 Experiment Setup

Models: InceptionV3 [66], ResNet152 [29] and VGG19 [63] are selected as the underlying

models to be interpreted.
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Dataset: The ImageNet [21] dataset is used for all of our experiments.

Baseline Interpretation Methods: IG [65] and AGI [53] are selected as baselines for both

qualitative and quantitative interpretation performance comparison. We also include Ex-

pected Gradients (EG)[23] in quantitative comparison as EG can be viewed as a smoothed

version of IG. We set parameters as follows: for IG, the black image is chosen as the base-

line. For AGI, we adopt the default parameter settings suggested by [53], i.e., step size

ϵ = 0.05, number of false classes n = 20. And for EG, the prior baseline is estimated using

5 images randomly sampled from the testing set.

Visualization tricks: In order to better visualize the attribution map obtained by the

interpretation methods, we adopt the attribution processing method in [53] to optimize

the heatmap visualization quality. i.e., for all heatmap attribution values that less than

q = Percentile(80%), we assign them as q (lower bound), similarly, for all values that are

larger than u = Percentile(99%), we assign them to be u (upper bound), finally, all valules

are normalized within [0, 1] for visualization purpose.

4.6.2 Qualitative Experiments

We first show some qualitative examples to demonstrate the quality of attribution

heatmaps generated by NeFLAG compared to other baselines. In these examples, the Ne-

FLAG is configured as follows: ϵ-sphere radius is set to ϵ = 0.2, and the number of random

negative flux point x̃ is n = 20. Figure 17 shows the attribution heatmap from different in-

terpretation methods for the Inception V3 model (examples for ResNet152 and VGG19 can

be found in the supplementary material). Qualitatively, we denote an attribution heatmap

to be faithful if the heatmap 1) is focused on the target objects, and 2) has clear shapes

instead of sparsely distributed pixels. By this notion, one can observe that NeFLAG has
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better attribution quality than AGI and IG in terms of attribution confidence.

A key observation from Figure 17 is that both IG and AGI’s attribution heatmaps have

less clear shapes than NeFLAG. We argue that this effect could mainly be caused by the

inconsistency of path accumulation. Since both IG and AGI incorporate a certain kind of

path integration, any gradient vector appearing on that path is taken account into the final

interpretation. However, the gradient vectors on the path aren’t necessarily unique and

consistent. The rationale behind this argument is that neither IG nor AGI is capable of as-

suring that their choice of accumulation path is the ideal one. For example, in IG, the path

is a straightline, which isn’t by any means ideal. While for AGI, the path of an adversarial

attack is chosen. However, due to the chaos effect, a slight different initialization could

result in completely different attack paths. Our method NeFLAG, on the other hand, takes

advantage of accumulation without the burden of any path accumulation thanks to diver-

gence theorem. In fact, when we set the number of negative flux points n = 1, NeFLAG

reduces to the IG method with a random baseline. The only difference is that NeFLAG with

n = 1 uses single point gradient evaluation instead of a path integration in IG. By compar-

ing NeFLAG and IG in Figure 17, we can see that by simply replacing a path accumulation

in IG (n = 1, step size m = 100) with a surface flux integration in NeFLAG (n = 20, step

size m = 1), the interpretation can become more faithful.

4.6.3 Quantitative Results

In the quantitative experiments, we compare performance of IG, AGI, EG, and three

NeFLAGs variants with different numbers of sampled negative flux points. Here Incep-

tionV3 and ResNet152 are used as underlying prediction models. As for the evaluation

dataset, we randomly select 1000 samples from ImageNet dataset, 1 sample per class. We
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use insertion score and deletion score as our evaluation metrics[55]. Note that deletion

score often suffers from adversarial effects [55]. As we can see in Table 5, all deletion

scores are extremely small compared to their insertion scores’ counterpart (in a sense of

complementary, a perfect attribution method should have insertion score + deletion score

= 1, however, such ideal scenario is not likely achievable). Therefore in terms of inter-

pretation quality, insertion score is much more informative as long as the corresponding

deletion scores are adequately small. Table 5 demonstrates that NeFLAG can outperform

other baselines even with only a single negative flux point (NeFLAG-1), and become much

better when we incorporate sufficient amount of negative flux points (NeFLAG-10 and

NeFLAG-20).

4.7 Conclusion

In this paper, we design Negative Flux Aggregation inspired by the concept of diver-

gence in vector analysis and point out a connection to Taylor decomposition. Unlike IG

type of methods, NeFLAG doesn’t require any baselines, nor integration paths. By convert-

ing a volume integration of the second order gradients to a surface integration of the first

order gradients using divergence theorem, our method achieves interpretation via gradient

accumulation without any path integration.

Ethical Impact

AI model transparency has become a major issue when deploying DNN into real-world

applications with security and fairness concerns. Our explainable machine learning work

is expected to accelerate the real-world deployment of AI models for ensuring social good

and maximizing society impacts.
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CHAPTER 5 SUMMARY, DISCUSSION AND FUTURE OUTLOOK

In this dissertation, we introduced two ffundamental interpretable machine learning

approaches: model-agnostic and model-specific, for post hoc DNN interpretations, along

with three of my previous works for interpretable recommendation (AMCF) and inter-

pretable computer vision (AGI, NeFLAG). The contributions can be summarized as follows:

1. AMCF proposes the feature mapping strategy for both interpretable and explainable

tasks. 2. AGI interprets by decomposing a classification problem into multiple discrimi-

nating problems. 3. NeFLAG points out a novel direction of accumulation approach for

interpretation.

There are a few more active research topics in interpretable machine learning/ XAI

area. For example, is it possible to have a mathematically rigorous definition for inter-

pretability? This sounds counter-intuitive but has been studied in many other applica-

tions, such as differential privacy for defining privacy [35, 1], and different definitions of

fairness [45], just to name a few. One of the most significant and obvious drawbacks of

nowadays’ interpretable ML is the inconsistent definitions of interpretability. Furthermore,

there are only limited works that have rigorous definitions (Sensitivity-n [6] and Infidelity

[69]). Different definitions result in different evaluation approaches, which could lead

to completely opposite conclusions for the same interpretation method. This is also the

reason why it would be beneficial to develop a consistent definition of interpretability.

For example, as we have discussed in Chapter 2, interpretability is on how a model make

predictions, and explainability is on why a prediction is given. The former focuses on un-

derstanding the model’s internal mechanics, while the latter tackles the readability at the
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user’s end. Most previous works treat these two terms interchangeably, but they differ in at

least one fundamental scenario, that is human perceivability. It is undeniable that machine

learning models, especially DNNs, can tackle information that are imperceivable by human

when making predictions. This information is interpretable, but not understandable (ex-

plainable). Simply put, interpretability means we know a model’s decision procedure, but

explainability means we further understand the logic behind it. Therefore, there should be

at least two levels of interpretability: 1. model-level, interpreting the model’s behaviour,

and 2. user-level: explaining the model’s decision that users can understand. For exam-

ple, in the case of model-level interpretation, when the interpretation is in a format of

attribution, a definition should provide a standard to tell if an attribution is better than

one another in terms of interpretability, both Sensitivity-n [6] and Infidelity [69] fall into

this category. In the case of user-level interpretation, it is more difficult as we have to

first define which is human perceivable, which is also where the bias and inconsistency are

introduced. The idea of explainability in Chapter 2 falls into this category.

Another potential direction could be a consistent evaluation metric for interpretable

ML. This problem is actually conjugate to the above mentioned definition problem. The

evaluation problem is by far one of the most serious hinders to interpretation methods,

most publications have to propose their own evaluation metrics for a specific problem,

some even for a specific dataset. This can become problematic as more and more methods

are proposed without standard metrics for comparison. A potential solution is also similar

to what we have raised in the above definition part: based on the consistent definitions,

designing proper evaluation metrics.

Overall, interpretable machine learning / explainable AI is an active yet under-explored
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area with a lot of opportunities and open problems to explore.
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Conference Publications

C1. Deng Pan, Xin Li, Dongxiao Zhu, “Explaining Deep Neural Network Models with

Adversarial Gradient Integration”, IJCAI 2021, pp. 2876-2883.

C2. Xin Li∗, Xiangrui Li∗, Deng Pan∗, Dongxiao Zhu, “Improving Adversarial Robustness

via Probabilistically Compact Loss with Logit Constraints”, AAAI 2021, pp. 8482-

8490. (∗ Equal Contribution.)

C3. Deng Pan, Xiangrui Li, Xin Li and Dongxiao Zhu, “Explainable Recommendation via

Interpretable Feature Mapping and Evaluating Explainability”, IJCAI 2020, pp. 2690-

2693.

C4. Xiangrui Li, Xin Li, Deng Pan, Dongxiao Zhu, “On the Learning Property of Logistic

and Softmax Losses for Deep Neural Networks”, AAAI 2020, pp. 4739-4746.

Conference Under Review

R1. Deng Pan, Xin Li, Chengyin Li, Yao Qiang, Dongxiao Zhu, “Interpreting Deep Neural

Network Models with Negative Flux Aggregation”, submitted.

Preprints

P1. Xiangrui Li, Deng Pan, Xin Li, and Dongxiao Zhu, “Regularize SGD training via align-

ing min-batches.” arXiv:2002.09917 [cs.LG].
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Deep neural networks (DNNs) has attracted much attention in machine learning com-

munity due to its state-of-the-art performance on various tasks. Despite the successes,

interpreting a complex DNN still remains an open problem, hindering its wide deploy-

ment in safety and security-critical domains. Hence understanding the interpretability and

explainability of the DNNs become a critical problem in machine learning.

In this dissertation, we first survey fundamental works and recent advancements in the

interpretable machine learning research domain in Chapter 1. In Chapter 2, we tackle the

interpretability problem in recommender systems by designing and implementing a feature

mapping strategy into the recommender systems, so-called Attentive Multitask Collabora-

tive Filtering (AMCF). We also evaluate the performance of AMCF in terms of model-level

interpretability and user-level explanability. In Chapter 3, we propose a gradient based

DNN interpretation strategy called Adversarial Gradient Integration (AGI) utilizing the

back-propagation and adversarial effects. Decomposing a classification problem into mul-

tiple discriminating problems, we eliminates the inconsistency issues of the competing

methods introduced by arbitrary baselines and selection of paths. And in Chapter 4, we
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propose a novel direction for DNN interpretation called gradient accumulation methods,

which views the model’s output as the accumulation of gradients over the input space.

We also implement Negative Flux Aggregation (NeFLAG), which calculates the gradient

accumulation exploiting the concept of divergence and flux in vector analysis.

In Chapter 5, we conclude the dissertation by summarizing original contributions to the

area of interpretable machine learning, and point out some more promising directions.
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