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Prioritization of Multi-Level Risk Factors for
Obesity
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Abstract—Obesity has become a significant threat to health.
Identifying and understanding the underlying obesity risk factors
(ORFs) are crucial for optimizing prevention, intervention and
treatment for obesity. Most existing methodological approaches to
risk factor analysis are employed within the single task learning
(STL) framework to learn a ranked list of ORFs for a whole
population. However, obesity is a multi-faced health outcome.
Some ORFs are highly specific to a certain subpopulation
and others are universal to the entire population. Multi-task
learning (MTL) framework offers a solution to connect multiple
related tasks. Within the MTL framework, we implement two
tailor-made models, i.e., multi-task feature learning (MTFL)
and clustered multi-task learning (CMTL), to conduct ORFs
analysis. The former is capable of finding the universal ORFs
for all subpopulations without sacrificing the uniqueness of each
subpopulation. The latter uncovers the grouping structure and
conducts multi-level ORFs analysis simultaneously. Experiments
on a public behavioral dataset demonstrate a superior perfor-
mance of our methods in prioritizing multi-level ORFs.

Index Terms—Multi-level risk factor analysis, Multi-task fea-
ture learning, Clustered multi-task learning, Obesity.

I. INTRODUCTION

Nearly 38% of adults in the United States (U.S.) are obese
[1], with rates rising stably and significantly over the past
decade. Obesity places adults at risk for developing a plethora
of serious medical comorbidities including cardiovascular dis-
ease, cancer [2] and premature death ([3], [4]). Identifying the
salient risks for obesity and variance among subpopulations is
imperative to optimize prevention efforts and treatment. Risk
factor analysis is a common methodology to identify, rank
and understand the underlying obesity risk factors (ORFs) [5],
[6], [7] and to inform prevention and treatment of preventable
physical and mental health conditions more broadly, e.g., ([8],
[9], [10], [11], [12]).

In statistics, risk factor analysis examines the complicated
relation between output and input variables [13], where they
are the outcome and features, respectively. Traditional risk
factor analysis methods are employed mainly through two
approaches: 1) Explore the relationship between output and
input variables using regression approaches, such as logistic
regression [14] and linear regression ([15], [16]). 2) Distin-
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guish differential factors using statistical hypothesis tests, e.g.,
chi-square test ([17], [18]) and t-test ([19], [20]).

These traditional risk factor analysis methods either build
a global model at the population-level only or build a local
model for each subpopulation. We consider this type of
approaches as single-task learning (STL) risk factor analysis
methods illustrated in Figure 1(a). These STL approaches have
been shown effective initial efforts in the field of risk factor
analysis. However, they have the following disadvantages: 1)
A global model fails to capture the data heterogeneity in the
population. 2) A local model fails to utilize the shared informa-
tion among subpopulations. In addition, an over-parameterized
model is susceptible to overfitting especially when the sample
size of a subpopulation is small.

The multi-faced causes of obesity contain not only
population-level ORFs but also subpopulation-level ORFs. In
([1], [21]), the authors consider that obesity may influence
some subpopulations more than some others. Since people in
various regions, ages and races are vastly different from each
other, the subpopulations can be immensely distinguished in
terms of ORFs. As a result, prioritization of multi-level ORFs,
e.g., subpopulation and population-levels, is necessary in order
to maximize the efforts of prevention and intervention for
obesity.

Multi-task learning (MTL) framework is introduced to learn
multiple related tasks simultaneously, which means MTL is
capable of training multiple related models for all subpopula-
tions at the same time by utilizing shared information among
these subpopulations [12]. Thus, MTL can learn multiple
ranked lists of ORFs simultaneously. To take into account
both data heterogeneity and homogeneity, multi-task feature
learning (MTFL) is implemented to build multiple related
models along with an across-all-tasks penalty/regularization
term, i.e., l2,1�norm, to ensure that the weight of each input
feature is either small or large for all subpopulations [22], so
that the ranked list of ORFs at population-level can be learned.
We demonstrate the process of learning multiple ranked lists
of ORFs using MTFL in Figure 1(b).

In the real-world scenario, grouping structure often exists
in the multiple related tasks. Clustered multi-task learning
(CMTL) is used to reveal the grouping structure of tasks and
learn multiple related tasks simultaneously ([23], [24]). CMTL
implements clustering technique within the MTL framework to
combine diverse analyses including clustering, prediction and
feature selection. We illustrate how CMTL works for learning
multiple ranked lists of ORFs in Figure 1(c).

With both MTFL and CMTL, multi-level risk factor analysis
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(i.e., each subpopulation, each subgroup of the population
and the whole population) is employed, where obesity is the
research target. Note that, in this paper, each subpopulation
is defined based on where people live in the U.S., i.e., the
participants living in each state/district are one subpopulation.
Each subgroup of the population is considered as a group of
subpopulations, which is generated through clustering of all
54 U.S. states/districts using CMTL. The whole population in
this paper represents all subpopulations. We summarize the
main contributions of this paper as following:

• We take into account subpopulation variability and utilize
the shared information among subpopulations using the
MTL framework.

• We learn the population-level ORFs without sacrificing
the unique characteristics of each subpopulation and learn
a ranked list of ORFs for each subpopulation using
MTFL.

• We perform clustering and ORFs ranking simultaneously
using CMTL to uncover the group structure of subpop-
ulations and learn ranked the lists of ORFs for each
subpopulation, each subgroup of the population and the
whole population in the meantime.

We present the outline of this paper as: Section II summa-
rizes traditional risk factor analysis methods and MTL frame-
work. Section III describes the MTFL and CMTL models for
risk factor analysis along with their optimization algorithms.
In Section IV, we demonstrate the performance of MTFL and
CMTL using a public behavioral analysis dataset for obesity.
Finally, in Section V, this paper is concluded.

II. BACKGROUND

We briefly review the traditional risk factor analysis methods
for obesity and then provide a brief background of multi-task
learning (MTL) framework in this section.

A. Risk factor analysis for obesity
The conventional risk factor analysis approaches are imple-

mented within single-task learning (STL) framework, which
can be mainly categorized into two categories, i.e., regression
methods and statistical hypothesis tests.

The most common regression methods used for risk factor
analysis are univariate and multivariate modeling approaches
based on generalized linear model, which is effective in work-
ing with a variety of targets [25]. For example, to minimize
the difference between the observed and predicted values in
obesity risk factor analysis, linear model using generalized
least squares (LMGLS) is used to obtain a single ranked list
of ORFs based on the feature weights.

Linear mixed effects model (LMEM) is an extension of
linear regression that accommodates the data with both fixed
and random effects [26], which is suitable for data with
grouped features as the random effects. However, LMEM
is not capable of uncovering data grouping structure, which
needs to be predefined by its covariance structure.

Standard statistical hypothesis tests including chi-square test
and t-test, which all assume the null hypothesis that output and

(a) STL

(b) MTFL

(c) CMTL

Figure 1: Risk factor analysis is implemented for obesity
within the MTL framework: 1) MTFL trains multiple
models simultaneously and learns a ranked list of ORFs
for each subpopulation. 2) CMTL clusters subpopulations
into several groups and obtains multiple ranked lists of
ORFs for all subpopulations. But STL merely trains a
global model that is one-size-fits-all at the population-level
only. (Darker box in the weight vector/matrix means higher
value of feature weight.)

input variables are independent. They all use low p-values to
reject the null hypothesis and rank the input variables based
on p-value of each input variable ([27], [28]).

B. Framework of multi-task learning
To accommodate the relatedness across the tasks and boost

the performance, MTL is introduced as one of the inductive
transfer learning frameworks to encourage knowledge transfer
by simultaneously learning multiple relevant tasks. How task
relatedness is formulated into the objective function is the
central component of MTL. An earliest MTL approach uses an
across-all-tasks regularization/penalty to connect the multiple
related tasks [29]. This framework is capable of combining
with massive algorithms to optimize the models, e.g., proximal
gradient [30]. With these effective optimizing algorithms,
the regularized MTL can efficiently handle complicated con-
straints and/or non-smooth terms in the objective function.

To reveal how the tasks are related, plentiful regulariza-
tions/penalties have been devised over the last several years.
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In [22], multi-task feature learning (MTFL) is introduced with
the underlying assumption that there is a feature space shared
by all tasks and modeled by a group sparse regularization, i.e.,
l2,1�norm.

Multiple tasks not only are related, but also can be clustered
into groups. Clustered multi-task learning (CMTL) is intro-
duced to uncover the grouping structure of tasks and learn
multiple related tasks simultaneously. The objective function
of CMTL is non-convex that is infeasible to be optimized using
a traditional optimization approach. Thus, the conversion from
non-convex to convex is needed. In [24], a convex formulation
of CMTL using spectral norm is proposed under the assump-
tion that the tasks with similar weight vectors are within one
cluster. In [31], a convex relaxation CMTL regularization using
block coordinate descent is introduced based on proving its
equivalence with the alternating structure optimization. In [32],
a CMTL model combining with hierarchical clustering method
is proposed through fixing the latent cluster indicator variable.

In this paper, we employ a convex relaxed CMTL (crCMTL)
to prioritize the multi-level risk factors for obesity when the
grouping structure exists in the subpopulations. Otherwise, we
develop MTFL to learn the ranked lists of risk factors across all
tasks with joint sparsity that is implemented using l2,1�norm.
Thus, we are capable of conducting the multi-level risk factor
analysis to enable a precise prevention, invention and treatment
plan.

III. METHOD

Here, we provide the details of two models for risk factor
analysis along with their optimization algorithms, i.e., multi-
task feature learning (MTFL) and clustered multi-task learning
(CMTL) models.

A. MTL framework
Many independent tasks are rare compared with multiple

related ones in most real-world applications, so that MTL is
implemented to capture the information of multiple related
tasks. We assume all the tasks are related with sharing the same
feature space. To encode the task relatedness into the object
function of MTL, a penalty/regularization term across all
the tasks, denoted as ⌦(�), is used. Therefore, minimization
of penalized empirical loss is expressed as the framework’s
objective formulation:

min
�

L(�) + ⌦(�), (1)

where the empirical loss function is denoted as L(�).

B. Algorithm of risk factor analysis using MTFL
1) MTFL model: The loss function in MTFL is formulated

as:

L(�) = 1

2

TX

t=1

��Xt�
T

t
� Yt

��2 , (2)

where T is the number of tasks and its corresponding index
number is t. � 2 RT⇥J is the weight matrix of J continuous
input features. X is the input matrix and the tth task has the

input matrix denoted as Xt 2 Rnt⇥J . Yt denotes the output
variable.

As we mentioned in Section I, l2,1�norm is the
penalty/regularization term across all the tasks to encode the
joint sparsity:

⌦(�) = k�k2,1 ,

k�k2,1 =
JX

j=1

vuut
TX

t=1

|�tj |2, (3)

where j is the corresponding index number of continuous input
features and �tj denotes weight scalar of the tth task’s jth

feature.
As a result, the object function of MTFL can be re-written

as:

min
�

1

2

TX

t=1

��Xt�
T

t
� Yt

��2 + �
JX

j=1

vuut
TX

t=1

|�tj |2, (4)

where � � 0, called tuning parameter, can be used to adjust the
penalty/regularization term and control the sparsity of feature
weights matrix. It produces more sparse feature weights matrix
when the value of � is increasing.

2) Optimization: Fast iterative shrinkage thresholding al-
gorithm (FISTA) shown in Algorithm 1 is implemented to
optimize the l2,1-norm regularization problem in Eq.(4) with
the general updating steps:

�(l+1) = ⇡P (S
(l) � 1

�(l)
L0(S(l))), (5)

where l is the iteration index, 1
�(l) is the possible largest step-

size that is chosen by line search [33, Lemma 2.1, page 189]
and L0(S(l)) is the gradient of L(·) at search point S(l). S(l) =
�(l) +↵(l)(�(l) ��(l�1)) are the search points for each task,
where ↵(l) is the combination scalar. ⇡P (·) is l2,1�regularized
Euclidean projection shown as:

⇡P (H(S(l))) = min
�

1

2
||��H(S(l))||2

F
+ �||�||2,1, (6)

where H(S(l)) = S(l) � 1
�(l)L0(S(l)) is the gradient step of

S(l). A sufficient scheme that solves Eq.(6) has been proposed
as Theorem 1 [34].

Theorem 1: �̂’s primal optimal point in Eq.(6) can be
calculated with � as:

�̂j=

8
<

:

⇣
1� �

kH(S(l))jk2

⌘
H(S(l))j if � > 0, k H(S(l))j k2> �

0 if � > 0, k H(S(l))j k2 �

H(S(l))j if � = 0,
(7)

where H(S(l))j is the jth row of H(S(l)) and �̂j is the jth

row of �̂.
From the 4th line to the 11th line in Algorithm 1, the

optimal �(l) is chosen by the backtracking rule. And �(l) � b,
where b is the Lipschitz constant of L(·) at search point S(l),
which means �(l) is satisfied for S(l) and 1

�(l) is the possible
largest step size.
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Algorithm 1: Fast iterative shrinkage thresholding algo-
rithm (FISTA) for optimizing the l2,1-norm regularization
problem.

Input: Input variables {X1, X2, · · · , XT }, output
variable Y across all T tasks, initialization of
feature weights �(0) and �

Output: �̂
1 Initialize: �(1) = �(0), d�1 = 0, d0 = 1,�(0) = 1,l = 1;
2 repeat
3 Set ↵(l) = dl�2�1

dl�1
, S(l) = �(l) + ↵(l)(�(l) � �(l�1));

4 for j = 1, 2, · · · J do
5 Set � = 2j�l�1;
6 Compute �(l+1) = ⇡P (S(l) � 1

�(l)L0(S(l)));
7 Compute Q�(S(l),�(l+1));
8 if L(�(l+1))  Q�(S(l),�(l+1)) then
9 �(l) = �, break ;

10 end
11 end

12 dl =
1+

p
1+4d2

l�1

2 ;
13 l = l + 1;
14 until Convergence of �(l);
15 �̂ = �(l);

At the 7th line in Algorithm 1, tangential line of L(·) at
search point S(l), denoted as Q�(S(l),�(l+1)), is computed
by:

Q�(S
(l),�(l+1)) = L(S(l)) +

�

2
k �(l+1) � S(l) k2

+ h�(l+1) � S(l),L0(S(l))i.

C. Algorithm of risk factor analysis using CMTL
1) CMTL framework: Multiple tasks in the real-world

applications not only are related, but also show a more
complicated grouping structure, which can be seen from that
the estimated weights of tasks from the same group are
closer than these from distinct groups. To reveal the grouping
structure of multiple tasks, K-means clustering is employed
by implementing CMTL. To encode the grouping structure of
multiple tasks in the formulation, K-means’s sum-of-square
error (SSE) is used as the regularization term in the object
function of CMTL.

We assume that T tasks can be clustered into K clusters,
where K < T . The cluster’s corresponding index number is k
and the index set is defined as Ik = {1, 2, · · · ,K}. Let �̄k =
1
nk

P
k2Ik

�k be the mean function of the weight vectors in
the kth cluster, so that the SSE is calculated as:

KX

k=1

X

k2Ik

k �k � �̄k k22= tr(��T )� tr(�OOT�T ), (8)

where tr(·) is the trace norm of matrix and O 2 RT⇥K is the
cluster indicator matrix that is orthogonal:

Ot,k =

⇢ 1p
nk

if t 2 Ik,
0 if t /2 Ik,

(9)

where nk is the number of input instances/participants in clus-
ter k. Since the orthogonal cluster indicator matrix O is non-
convex that exhibits the above mentioned special structure,
the SSE in Eq.(8) is hard to be minimized. To overcome this
issue, we use a spectral relaxation approach [35], the latter is
expressed as OTO = IK . Furthermore, a convex relaxation
that relaxes the feasible domain of OOT into a convex set is
proposed in [24], i.e., C = {C|tr(C) = T,C � I, C 2 ST+},
where ST+ is a subset of positive-semidefinite matrices. As a
result, OOT can be approximated through the convex set C.
In conclusion, the previously mentioned two types of relax-
ation methods generate the convex relaxed CMTL (crCMTL)
expressed as:

min
�,C

L(�) + ⇢1[tr(��T )� tr(�C�T )] + ⇢2tr(��T ),

s. t. tr(C) = K,� � I,� 2 ST+ (10)

where tr(��T ) = ||�||2
O

is used to shrink the weights and
relieve the multicollinearity, which is also called the square
of Frobenius norm of �. A parameter ⌘ is introduced, which
is defined as ⌘ = ⇢2

⇢1
> 0. Then with some simple allergic

calculations, the crCMTL is reformulated as:

min
�,C

TX

t=1

1

Nt

NtX

i=1

(Xt

i
(Ct

i
)T � Y t

i
)2

+ ⇢1⌘(1 + ⌘)tr(�(⌘I + C)�1�T ),

s. t. tr(C) = K,C � I, C 2 ST+ (11)

where Nt is the number of instances/participants in task t and
i is the index of instance/participant in the tth task.

2) Optimization: In Eq.(11), the equation is conjointly
convex with respect to (w.r.t.) C and �, which is an con-
vex unconstrained smooth optimization problem w.r.t. C. We
iteratively update the gradient step of the aforementioned
optimization problem in order to find the global optimum w.r.t.
C:

G� = S � 1

�
[5L(S�) + 2⇢1⌘(1 + ⌘)(⌘I +CS)

�1ST ], (12)

where S� is the search point of � that is defined as S(l)
� =

�(l) + ↵(l)(�(l) � �(l�1)). The search point of C is denoted
as CS , which can be similarly updated as C(l)

S
= C(l) +

↵(l)(C(l)�C(l�1)) at the lth iteration. 5L(S) is the gradient
of L(S) that is calculated as:

5L(S) =
"
l
0
(S1)

N1
,
l
0
(S2)

N2
, · · · , l

0
(ST )

NT

#
. (13)

Similarly, in the optimization of MTFL, FISTA is also
implemented for optimizing the crCMTL, except the line 6
is replaced with the corresponding proximal operator that is
solved by the following steps. To optimize the convex set C,
we need to solve a convex constrained minimization problem,
which is formulated with its corresponding proximal operator
and calculated using its gradient step, denoted as GC , at the
search point CS :

min
C

kC �GCk2F , s.t. tr(C) = K,C � I, C 2 ST+. (14)
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We can compute the GC by:

GC = CS +
⇢1⌘(1 + ⌘)

�
STS(⌘I + CS)

�2. (15)

In [36], a solution of Eq.(14) is proposed and summarized in
the following theorem.

Theorem 2: Let GT = V ⌃̂V T be the eigen-decomposition
of gradient step GC 2 ST⇥T , where ⌃̂ = diag(�̂1, · · · , �̂T ) 2
RT⇥T and V 2 RT⇥T is orthonormal. The optimization
problem is formulated as:

min
{�m}

TX

t=1

(�t � �̂t)
2.

s. t.
TX

t=1

�t = K, 0  �t  1, 8t = 1, · · · , T (16)

Let ⌃⇤ = diag(�⇤
1 , · · · ,�⇤

T
) 2 RT⇥T , so that the optimal

solution of the above optimization problem is {�⇤
1 , · · · ,�⇤

T
}.

As a result, the proximal operator’s optimal solution in Eq.(14)
is calculated as T̂ = V ⌃⇤V T .

IV. EXPERIMENTS AND RESULTS

In this section, we firstly provide the information of exper-
imental setup and the public dataset we use for experiments.
We then compare our methods with two STL based linear
regression methods mentioned in Section II-A, in order to
evaluate MTFL and CMTL’s performance. At last, the results
of obesity risk factor analysis are discussed.

A. Experiments setup

For our proposed methods, MTFL and crCMTL are im-
plemented using Matlab [31]. For the two STL based linear
regression methods mentioned in Section II-A, both are imple-
mented in R using the package nlme [37]: 1) Linear model with
generalized least squares (LMGLS) is trained using the gls
function that permits correlated errors. 2) Linear mixed-effects
model (LMEM) is trained using lme function that models fixed
and random effects.

B. Dataset

Experiments are completed using 2016 data from the Be-
havioral Risk Factor Surveillance System (BRFSS)1. BRFSS
dataset is phone-based survey data collected from all the
states/districts in the U.S. and filed by the Centers for Disease
Control and Prevention (CDC). This dataset is state-specific
and the participants are all adults. Table I provides the number
of observations in each subpopulation. The original BRFSS
dataset contains 486, 303 instances and 275 variables. We
remove the instances that the input variables with all cryptic
information to generate a dataset containing 459, 156 instances
with 84 input variables and body mass index (BMI) as the
outcome variable.

1https://www.cdc.gov/brfss/annual_data/annual_2016.html

Table I: Number of observations in each subpopulation
of Behavioral Risk Factor Surveillance System (BRFSS)
dataset. Note that, S/D and # are the abbreviation of U.S.
state/district and the number of observations in each U.S.
state/district.
S/D # S/D # S/D # S/D # S/D # S/D #

AL 6,276 FL 33,358 LA 4,760 NE 12,652 OK 6,224 VT 5,920

AK 2,619 GA 4,873 ME 9,026 NV 3,904 OR 4,877 VA 8,109

AZ 9,835 HI 7,294 MD 16,649 NH 5,770 PA 6,194 WA 12,770

AR 4,767 ID 4,695 MA 7,582 NJ 6,897 RI 4,927 WV 6,392

CA 10,313 IL 4,292 MI 10,810 NM 5,451 SC 10131 WI 4,765

CO 13,493 IN 9,979 MN 15,275 NY 30,786 SD 5,202 WY 4,049

CT 9,985 IA 6,527 MS 4,636 NC 5,880 TN 5,517 GU 1,436

DE 3,653 KS 1,0951 MO 6,399 ND 5,132 TX 10,530 PR 5,232

DC 3,462 KY 9,231 MT 5,337 OH 11,127 UT 9,855 VI 1,153

C. Experimental results
The tasks are defined in BRFSS based on the geographic

information, i.e, 54 states/districts in the U.S., so that there are
54 related tasks, which means there are 54 subpopulations.

In the MTFL, 54 models are trained simultaneously with
l2,1�norm to encode the joint sparsity. Thus, one ranked list
of ORFs is learned for each subpopulation. And then, we
choose top 10 ORFs from each ranked list to summarize the
results in Figure 2, where first column represents the names
of ORFs and the other columns represent the abbreviations
of 54 U.S. states/districts distinguished by different colors.
To check the subpopulation-level ORFs in Figure 2, we can
firstly find the abbreviation of a state/district from column
two to the last column and then check the same row’s first
column. Population-level ORFs can be found by the counts
of states/districts, e.g., the first three ORFs at the first column
of Figure 2 are considered as population-level ORFs since the
first two are shared by all the U.S. states/districts and the third
one is shared 53 U.S. states/districts except IL.

In the crCMTL, clustering is implemented and 54 models
are also trained simultaneously. Since there are four census
regions2 in the U.S., we set four clusters for clustering and the
result is shown in Figure 3. Note that, only continental U.S. is
shown in the Figure 3. More specifically, three states/districts
are not included in the Figure 3, i.e., VI, PR and GU, and they
are in the cluster with blue color.

We present the results of multi-level risk factor analysis
for obesity using crCMTL in different formats: 1) Result of
cluster-of-subpopulations-level, also named as subgroup-of-
population-level, is shown in Table II. 2) Results of subpop-
ulation and population-levels are shown in Figure 4. In Table
II, the first, third and fifth columns represent the names of
ORFs and the other columns are the cluster numbers that
can be referred to Figure 3. In Figure 4, the organization is
as the same as it is in Figure 2, where subpopulation and
population-levels ORFs can be located through bridging the

2https://web.archive.org/web/20130921053705/http://www.census.gov/geo/
maps-data/maps/pdfs/reference/us_regdiv.pdf
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Figure 2: Obesity risk factor analysis result at
subpopulation-level and population-level using MTFL. Top
10 ORFs are selected from each subpopulation (i.e., the
participants living in each state/district). Geographic infor-
mation is represented by abbreviations of states/districts in
various colors. Subpopulation-level ORFs can be found in
the same row, where one interested state/district appears.
For example, HHADULT, the number of adults per family,
is the state-specific ORF for California and Nebraska
shown at the last row in this figure.

names of ORFs and abbreviations of 54 U.S. states/districts.
For example in Figure 4, the first three ORFs, at the first
column are considered as population-level ORFs due to the
first two are shared by all the U.S. states/districts and the third
one is shared 53 U.S. states/districts except IL.

Table II: Obesity risk factor analysis result at subgroup-of-
population-level using crCMTL, i.e., ORFs shared by each
cluster of subpopulations. Note that, cluster 1, 2, 3, and
4 are equal to the clusters with colors blue, green, yellow
and red in Figure 3, respectively.

ORFs Clusters ORFs Clusters ORFs Clusters

AGE 1, 2, 3, 4 USENOW3 1, 2, 4 QLMENTL2 1

INCOME2 1, 2, 3, 4 X.SMOKER3 1, 2, 4 SSBFRUT2 2

SLEPTIM1 1, 2, 3, 4 ALHLTH2 1, 2 SSBSUGR2 2

DROCDY3 1, 2, 3, 4 QLACTLM2 1, 4 ASTHMAGE 3

MENTHLTH 1, 2, 3, 4 X.EDUCAG 1, 4 LSTCOVRG 3

PHYSHLTH 1, 2, 3, 4 X.INCOMG 3, 4 QLSTRES2 3

POORHLTH 1, 2, 3, 4 AVEDRNK2 1 RMVTETH3 3

CHILDREN 1, 2, 3, 4 DRNKANY5 1 ASNOSLEP 4

EDUCA 1, 2, 3, 4 PREDIAB1 1 NUMHHOL2 4

X.DRNKWEK 1, 2, 4 PAINACT2 1

Figure 3: Clustering result of four clusters. Note that, different
color represents different cluster.

Since STL trains model independently, it is not reasonable
to train 54 independent models and then summarize these
independent subpopulation-level ORFs results to obtain a
population-level ranked list of ORFs. Thus, we only train
a population-level model using each STL based regression
method and compare with our methods in Table III. Top
10 population-level ORFs are selected from each method’s
population-level result shown in Table III. The population-
level ORFs from MTL methods are ranked based on the
number of U.S. states/districts that share the same ORF, while
the ORFs from STL methods are ranked based on the weight of
each variable. Note that, the first two ORFs in the results from
MTFL and crCMTL are shared by all 54 U.S. states/districts
so that the ranking numbers of them are the same as 1 in Table
III.

D. Discussion of results

1) Results comparison: MTFL and crCMTL outperform
STL based regression models, since they are capable of per-
forming multi-level risk factor analysis and identifying more
subpopulation-level ORFs, e.g., PAINACT is an ORF unique
to Alaska (the only non-contiguous U.S. state on continental
North America) identified by crCMTL but STL. The results of
risk factor analysis for obesity using MTFL and crCMTL also
confirm that the multiple tasks are related since some ORFs
are shared by all subpopulations or by some subpopulations.

The result of risk factor analysis for obesity using crCMTL
is quite different from the one using MTFL despite they
all train multiple models simultaneously. For example, the
number of selected ORFs in Figure 4 is more than the ones
in Figure 2. More specifically, crCMTL generates more state-
specific ORFs comparing with MTFL. In addition, crCMTL
can perform clustering as well, and hence is more suitable for
multi-level risk factor analysis when the multiple tasks exhibit
grouping structure and the number of tasks is large. Otherwise,
MTFL can be used for multi-level risk factor analysis with
small number of tasks.
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Figure 4: Obesity risk factor analysis result using crCMTL
at subpopulation-level and population-level.

2) Results interpretation: The ORFs can be mainly classi-
fied into three categories: 1) Health conditions (e.g., sleep,
asthma, diabetes). 2) Social behaviors (e.g., phone usage,
drinking, smoking). 3) Demographic characteristics (e.g., age,
family size, educational levels, income, employment). Please
refer to the codebook of BRFSS3 for the detailed description
of ORFs. In particular, we interpret the ORFs learned from
four methods as follows:

• MTFL: Six out of 10 ORFs are within the 1st category,
i.e., health conditions, such as sleep and diabetes. Three
ORFs fall into the 2nd category, i.e., social behaviors,
such as drinking and smoking behaviors. Only one ORF
falls into the 3rd category, i.e., demographic characteris-
tics.

• crCMTL: Four out of 10 ORFs fall into the category

3https://www.cdc.gov/brfss/annual_data/2016/pdf/codebook16_llcp.pdf

Table III: Top 10 selected ORFs and their corresponding
category numbers from our proposed MTL methods and
two STL methods (please refer to Section IV-D2 for the
details of corresponding categories of ORFs). Note that,
category numbers are shown within parenthesis under the
ORFs and their descriptions can be referred to Section
IV-D2. R means the ranking number of each ORF at
population-level.
R MTL R STL

MTFL crCMTL LMGLS LMEM

1
POORHLTH AGE 1 POORHLTH MENTHLTH

(1) (3) (1) (1)

1
SLEPTIM1 INCOME2 2 X.DENVST2 X.ASTHMS1

(1) (3) (1) (1)

3
CDHOUSE SLEPTIM1 3 MENTHLTH ASATTACK

(1) (1) (1) (1)

4
QLMENTL2 DROCDY3 4 USENOW3 X.AGE80

(1) (2) (2) (3)

5
X.DENVST2 MENTHLTH 5 SLEPTIM1 CDHELP

(1) (1) (1) (1)

6
DIABAGE PHYSHLTH 6 LSTBLDS3 TETANUS

(1) (1) (1) (1)

7
CHILDREN POORHLTH 7 FALL12MN ALHLTH2

(3) (1) (1) (1)

8
USENOW3 CHILDREN 8 PREDIAB1 X.DUALUSE

(2) (3) (1) (2)

9
MAXDRNKS X.DRNKDRY 9 FEETCHK2 CDSOCIAL

(2) (2) (1) (1)

10
SSBFRUT2 EDUCA 10 QLACTLM2 DIABAGE

(2) (3) (1) (1)

of demographic characteristics and two of them are the
population-level ones. Four ORFs fall into the category of
health conditions. The other two are within the category
of social behavior.

• LMGLS: Nine out of 10 ORFs fall into the category of
health conditions. The other one is within the category
of social behaviors.

• LMEM: Eight out of 10 ORFs fall into the category of
health conditions. The other two fall into the categories
of social behaviors and demographic characteristics.

From the summary and interpretation above, we can see
that the category of health conditions plays the major role
in obesity. Demographic characteristics and social behaviors
also have profound impacts as identified by our methods. As
obesity is a multi-faced outcome, the ORFs are also diverse.
Our proposed MTFL and crCMTL models’ results provide
more categories of ORFs comparing with STL methods’,
which proves the assumption that obesity is a multi-faced
outcome.

V. CONCLUSION

Obesity is well studied using STL based approaches. How-
ever, this type of approaches fails to model the heterogeneity
of subpopulations and grouping structure of the population.
To overcome the aforementioned limitations, we formulate two
concrete models, i.e., MTFL and CMTL, to conduct the multi-
level risk factor analysis within the MTL framework.
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